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Executive 
Summary
Law enforcement in Canada is increasingly turning to facial recognition in 
hopes of augmenting their investigative powers. Facial recognition is the 
process of identifying a person or verifying their identity on the basis of facial 
data and patterns.1  

There are numerous accuracy challenges associated with facial recognition 
technology that can exacerbate historical prejudices and stereotypes, 
especially when deployed at large scale. Studies demonstrate that facial 
recognition algorithms discriminate against elderly people, children, women, 
racialized people, as well as the LGBTQ2S+ community.2 Overconfidence in 
the technology can lead to serious, and at times devastating, consequences 
for marginalized individuals.

The technology also threatens the right to anonymity, privacy, and 
substantive equality.3 The police can use facial recognition to arrest someone 
after an alleged crime has occurred by comparing images with a watchlist 
or general image database. They can also conduct the same comparisons 
in a live setting for example through CCTV cameras, tracking people’s 
locations and movement in real time without the knowledge or consent of 
those being surveilled. In either case, facial recognition poses significant 
threats to privacy, fundamental freedoms, and other human rights.

It is in this context that the RCMP decided to use the services of data 
scraping and facial recognition company Clearview AI on a trial basis, 
ultimately leading Canada’s federal, provincial and territorial privacy 
protection authorities to jointly develop guidance for police agencies across 
Canada on facial recognition.4 The guidance document outlines the current 
state of the law in Canada regarding police use of facial recognition and 
encourages best practices around privacy impact assessments, accuracy, 
data minimization, purpose limitation, data security, retention, openness and 
transparency, individual access, and accountability.
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We welcome the opportunity to provide feedback on this guidance 
document. The only commentary we provide on the guidance itself is the 
encouragement to consider recommending that law enforcement use 
decentralized, rather than centralized, databases in order to reduce the risk 
of the systems being compromised or repurposed as explained by privacy 
and human rights expert Tamir Israel — whose work examining the legal 
aspects of facial recognition is foundational in the Canadian context.5 The 
remainder of our feedback takes the form of comparative analysis of the 
treatment of facial recognition in other jurisdictions and recommendations 
for advancing Canada’s privacy legal framework to address law 
enforcement’s use of facial recognition technology. 

Given the substantial risks posed by this technology, facial recognition 
systems should not be adopted at this time and the proportionality of current 
systems in use by law enforcement should be reassessed and reexamined.6 
However, adoption of any facial recognition system for identification requires 
a dedicated legislative framework that prohibits the use of the technology 
in the absence of explicit lawful authority7 and that enables the Office 
of the Privacy Commissioner of Canada (OPC) to provide oversight of 
these systems through robust requirements, such as ongoing privacy and 
algorithmic impact assessments that are made available to the public.8
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Comparing Legal 
Approaches to Law 
Enforcement and 
Facial Recognition
In numerous jurisdictions, detailed legislative regimes are in place for facial 
recognition, including its use by law enforcement. Legislation addressing 
facial recognition can involve data protection and privacy rights more 
broadly as it occurs in the EU, with a focus on the special protection afforded 
to biometric data as well as rights and obligations in the context of the 
automated processing of data. Laws can also focus on privacy rights for 
biometrics and biometric identifiers, as is the case in Illinois. Legislation can 
also be tailored to specifically address police use of facial recognition, which 
is the approach taken by lawmakers in Massachusetts. In comparison to 
these approaches and jurisdictions, Canada is falling behind by failing to 
regulate law enforcement’s use of facial recognition and in an enforceable 
manner.

European Union: The GDPR, the LED, and DPIAs

There has been significant interest in addressing the risks of facial 
recognition in the European context. Outside of the current existing legal 
regime, two independent EU-run bodies responsible for supervising and 
shaping the protection of data and privacy across the EU issued a call for 
a ban in June 2021 on the use of AI for automated recognition of human 
features in publicly accessible spaces, including the recognition of faces, 
gait, fingerprints, DNA, voice, keystrokes and other biometric or behavioural 
signals.9 This came on the heels of a risk-based proposal for regulating high-
risk uses of artificial intelligence in April 2021, including some restrictions on 
law enforcement’s use of biometric surveillance in public places but with 
numerous wide-ranging exceptions.10

In response to this, members of European Parliament voted in support of 
a ban on the use of facial recognition by law enforcement and judicial 
authorities in October 2021, including a ban on predictive policing based 
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on behavioural data.11 Danish liberal deputy Karen Melchior said during 
parliamentary debates that “predictive profiling, AI risk assessment and 
automated decision-making systems are weapons of 'math destruction'”,12 
because they are “as dangerous to our democracy as nuclear bombs are for 
living creatures and life.”13 The proposed law would also forbid use of private 
facial recognition systems, including the database provided by Clearview AI.

The GDPR and the Law Enforcement Directive

In terms of the current legislative framework, EU member states must enforce 
the requirements set out by the General Data Protection Regulation (GDPR) 
as well as the Law Enforcement Directive (LED). While the GDPR does not 
apply to law enforcement that engages in the prevention, investigation, or 
detection of criminal offences,14 the GDPR nonetheless generally applies to 
the public and private sectors more broadly and is applicable to entities that 
provide facial recognition technology. This matters because law enforcement 
agencies may procure the services of private actors which provide 
automated facial recognition software, which are otherwise subject to the 
GDPR.

The GDPR sets out enforceable principles and provides rights of data 
subjects (individuals whose data is collected and processed). In the context 
of automated facial recognition, Article 9 is particularly important. Among 
other types of data, it prohibits the processing of biometric data — including 
facial images — subject to certain exceptions.15 The European Court of 
Human Rights (ECtHR) has solidified that facial images are a form of 
sensitive, biometric data.16 While few if any ECtHR decisions have thus far 
involved analysis of automated facial recognition in particular, the data 
scraping and automated facial recognition activities of companies like 
Clearview AI could be captured by the prohibition found in Article 9 of the 
GDPR.17 This invariably sets limits on the ability for a law enforcement agency 
to use the services of Clearview AI, given the potential violation of these data 
protection and privacy rights under the GDPR by a private actor.

A private company providing facial recognition services could also be found 
subject to obligations related to automated decision-making (ADM). For 
example, rights holders under the GPDR have the right not to be subject 
to a decision that is based solely on automated processing, including 
profiling, which produce legal effects concerning them as an individual or 
that similarly affects them as an individual.18 ‘Profiling’ refers to predictive 
analysis concerning a person’s performance at work, economic situation, 
health, personal preferences, interests, reliability, behaviour, location, or 
movements.19 
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Some exceptions exist to the right not to be subject slowly to ADM or profiling, 
related to contractual agreements, legal authorization, and explicit consent 
— but safeguards are still required.20 If a company falls under one of these 
exceptions, they could subject a person to a decision based solely on 
automated processing — or profile them — even if it affects their legal rights, 
but only when authorized by law or when measures are in place that provide 
suitable measures to safeguard the data subject’s rights and freedoms and 
legitimate interests.21 If the use of automated processing is necessary either 
for entering into or the performance of a contract or based on the individual’s 
consent, then the entity processing the data (e.g., the facial recognition 
company) must provide the individual the right to obtain human intervention 
and to contest the decision.22

Recital 71 of the GDPR also requires that companies prevent “discriminatory 
effects on natural persons on the basis of racial or ethnic origin, political 
opinion, religion or beliefs, trade union membership, genetic or health status 
or sexual orientation” in the context of ADM and profiling.23 Companies 
are encouraged to examine datasets for bias, review the accuracy and 
relevance of decisions on a regular basis, deploy systems that audit ADM 
software, and introduce appropriate procedures and measures to prevent 
errors, inaccuracies, or discrimination on the basis of special category data 
on a cyclical basis.24

The GDPR provides numerous other rights to individuals in the context of 
ADM, which are applicable in the context of automated facial recognition. 
For example, individuals have the right to be notified when automated 
decision-making is in use by any entity that processes their data, including 
when the entity engages in profiling.25 Individuals also have the right to 
receive meaningful information about the logic involved in the automated 
processing, as well as the significance and envisaged consequences of 
such processing for the data subject.26 An institution would therefore be 
required under the GDPR to provide such access and recourse to individuals 
whenever a person’s facial image is processed in an automated fashion for 
recognition, classification or identification.
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Member states are also required to enact legislation that meets the minimum 
requirements for law enforcement set out in the Law Enforcement Directive. 
The LED provides similar rights to individuals as provided by the GDPR 
when it comes to the processing of special categories of personal data and 
automated decision-making.

More specifically, law enforcement subject to the LED can process biometric 
data for identification purposes only when doing so is “strictly necessary” 
and appropriately safeguards rights and freedoms of the data subject, and 
only when: 

•	 Doing so is authorized by EU or member state law;

•	 In order to protect the vital interests of the data subject or another 
natural person; or

•	 Where such processing relates to data which are manifestly made 
public by the data subject.27

Parallel to Article 22 of the GDPR, the LED requires member states to prohibit 
decisions by law enforcement based solely on ADM, including profiling, 
which produces an adverse legal effect concerning the data subject or 
significantly affects them.28 Similarly to Article 22, decisions based solely 
on ADM and profiling may be allowed when doing so is allowed under EU 
or member state law and the law provides appropriate safeguards for the 
rights and freedoms of the data subject, at least the right to obtain human 
intervention on the part of the controller.29 Nonetheless, no law enforcement 
decisions based solely on ADM, including profiling, can be based on special 
categories of data (including biometric data), unless suitable measures to 
safeguard the data subject's rights and freedoms and legitimate interests are 
in place.30

Unlike Canada’s Privacy Act or PIPEDA, the LED explicitly redresses the 
possibility of profiling through the use of automated decision-making that 
results in discrimination.31 Article 11 of the LED prohibits profiling that results 
in discrimination on the basis of the special categories of data referred to 
in Article 10, including on the basis of biometric data and therefore facial 
images.
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Data Protection Impact Assessments under the GDPR

Data Protection Impact Assessments (DPIAs) are an important concept to the 
GPDR that can be used to provide another layer of regulatory protection or 
limitation in the context of facial recognition. In-depth analyses of DPIAs have 
been conducted by various experts, including privacy and data protection 
experts Margot Kaminski and Gianclaudio Malgieri32 as well as researchers 
at Data & Society Research Institute.33 For Kaminski and Malgieri, DPIAs 
generally serve the dual roles as a tool within the GDPR’s systemic (and 
collaborative) governance regime, as well as an element in the protection of 
individual rights.34 In the context of collaborative governance of automated 
decision-making, DPIAs are a form of monitored self-regulation.35 They task 
companies with identifying problems and implementing solutions to those 
problems, with largely internal oversight and some external input, “under a 
threat of regulatory oversight but ordinarily minimal regulatory supervision.”36 

The Article 29 Working Party Guidelines interpret the GDPR as mandating 
DPIAs for all ADM with significant effects.37 DPIAs must occur before a 
company implements a system; that is, a company must assess a system 
and propose risk-mitigation measures, before data processing takes place.38 
Companies also ought to assess whether they are complying with their own 
DPIA when the risk posed by a system changes.39

DPIAs must include:

•	 A description of the ‘processing operations’ (in this case, the ADM’s 
algorithms in question) and the purpose of the processing; 

•	 An assessment of the necessity of processing in relation to the 
purpose;

•	 An assessment of the risks to individual rights and freedoms; and 

•	 Importantly, the measures a company will use to address these risks 
and demonstrate GDPR compliance, including security measures.40

The GDPR requires consultation “where appropriate” with impacted 
individuals, but does not require formal stakeholder consultation with the 
public or experts.41 Unlike many impact assessment proposals in existence 
(including for the environment, human rights, privacy, and surveillance), 
the GDPR does not require DPIAs to be released to the public even when 
finalized.42 This is despite the fact research indicates that public access 
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to impact assessments is a critical element facilitating trust in such a 
consultative process, and that the “broader the access to its impact 
statement, the stronger is an impact assessment’s potential to enact 
changes in system design, deployment, and operation.”43

Illinois: The Biometric Information Privacy Act

The Biometric Information Privacy Act (BIPA) in Illinois was enacted in 2008 
and is possibly one of the strongest laws recently passed in the North 
American context that protects biometric information used by the private 
sector.44 Similar to the GDPR, Illinois’ BIPA is relevant in the context of police 
use of automated facial recognition when private companies are relied on to 
provide such services to law enforcement.

At the outset, the law’s states that unlike other unique identifiers (e.g., social 
security numbers), biometrics are “biologically unique to the individual; 
therefore, once compromised, the individual has no recourse, is at 
heightened risk for identity theft, and is likely to withdraw from biometric-
facilitated transactions.”45 It also states that “public welfare, security, and 
safety will be served by regulating the collection, use, safeguarding, handling, 
storage, retention, and destruction of biometric identifiers and information.”

BIPA prohibits companies from collecting biometric information unless they 
a) inform the person in writing what data is being collected and stored along 
with the specific purpose and length of time for the collection, storage or use 
and b) obtain the person’s written consent. 

The law also provides a very detailed and narrow definition of “biometric 
identifier,” defined as a retina or iris scan, fingerprint, voiceprint, or scan of 
hand or face geometry.46 Notably, BIPA’s definition of biometric identifier 
excludes photographs and physical descriptions such as height, weight, 
hair colour and eye colour. “Biometric information” under BIPA means “any 
information, regardless of how it is captured, converted, stored, or shared, 
based on an individual's biometric identifier used to identify an individual.”47
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The law requires companies that possess biometric identifiers or information 
to do following things: 

•	 Develop a written policy, made available to the public, establishing 
a retention schedule and guidelines for permanently destroying 
biometric identifiers or biometric information when the initial purpose 
for collecting or obtaining such identifiers or information has been 
satisfied, or within three years of the individual’s last interaction with 
the private entity, whichever occurs first;

•	 Not sell, lease, trade or otherwise profit from such identifiers or 
information;

•	 Not disclose or otherwise disseminate such information unless the 
subject of the identifier or information consents, the disclosure or 
redisclosure completes a financial transaction requested or authorized 
by the subject or the disclosure or redisclosure is required by law, valid 
warrant or subpoena;

•	 Store, transmit, and protect from disclosure all biometric identifiers and 
biometric information using the reasonable standard of care within the 
private entity’s industry and in a manner that is the same as or more 
protective than the manner in which the private entity stores, transmits, 
and protects other confidential and sensitive information.48

Individuals can seek damages for BIPA violations, including up to $1,000 for 
negligent actions and up to $5,000 for intentional or reckless violation of the 
law.49

Claims and class actions have been initiated under BIPA in the context of 
facial recognition technology. In early 2020, Facebook agreed to pay $550 
million USD to settle a class action over collecting facial recognition data on 
images of people in Illinois without disclosure,50 which was ultimately raised 
to $650 million in 2021.51 Both Amazon and Microsoft are also facing class 
actions regarding their use of a database comprised of Flickr images in 
order to improve the accuracy of their facial recognition software without the 
consent of those featured in the images.52
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Massachusetts: An Act Relative to Justice, Equity and 
Accountability in Law Enforcement in the Commonwealth

The state of Massachusetts has enacted law in the wake of the tragic murder 
of George Floyd that seeks to strengthen accountability for law enforcement 
agencies wishing to use facial recognition. The Act Relative to Justice, Equity 
and Accountability in Law Enforcement in the Commonwealth (the Act) has 
been in force as of December 31, 2020.53 

The Act requires law enforcement to obtain a warrant before conducting 
a facial recognition search, except in emergency situations.54 Police in 
Massachusetts are also prohibited from acquiring, accessing, or using facial 
recognition software themselves as well as making a request or entering 
into a contract to do so.55 After seeking a warrant to run a facial recognition 
search, the police must submit a written request to have someone from the 
state police, the FBI, or the Registry of Motor Vehicles perform the search.56 
Law enforcement may only submit such a written request without a warrant 
if the agency “reasonably believes that an emergency involving immediate 
danger of death or serious physical injury to any individual or group of 
people requires the performance of a facial recognition search without 
delay.”57

Law enforcement agencies must document each facial recognition search 
performed. They must provide this documentation on a quarterly basis to the 
Executive Office of Public Safety and Security. Documentation must include 
a copy of the written request, the date and time of the request, number of 
matches returned, databases searched, name of the requesting individual 
and agency, reason for the request (including any underlying suspected 
crime), the entity to which the request was submitted, and data detailing the 
individual characteristics included in the facial recognition request.58
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The Executive Office of Public Safety and Security will then, on annual basis, 
publish information such as the total number of searches performed by each 
law enforcement agency and the total number of searches performed by the 
state police and by the FBI broken down by each law enforcement agency’s 
requests.59 The Registry of Motor Vehicles also has detailed documentation 
requirements, which must be made available to the public.60

The Act also establishes a special legislative commission to study the use 
of facial recognition by the Massachusetts Department of Transportation.61 
The commission will undertake numerous tasks, including (but not limited to): 
evaluating the facial recognition system operated by the registry of motor 
vehicles; proposing standards to ensure the system’s accuracy and equity 
in light of age, race, gender and religion; identifying which federal agencies 
have access to databases comprised of faces and the terms of authorization 
of such access; providing recommendations to ensure procedural fairness 
when facial recognition technology is used in any part of an investigation; 
providing recommendations for adequate training and oversight on the 
use of facial recognition technology.62 The commission is required to 
submit its findings and recommendations to the Massachusetts house of 
representatives and senate by December 31, 2021.
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Changes to 
Canada’s Legal 
Framework
The Need for a Dedicated Legislative Framework

In response to the Office of the Privacy Commissioner of Canada’s question 
of whether police use of facial recognition is appropriately regulated in 
Canada under existing law, the answer is no. In its guidance, Canada’s 
privacy protection authorities clearly state that no laws in Canada 
specifically address the risks posed by facial recognition, resulting in a legal 
vacuum and uncertainty “concerning what uses of [the technology] may be 
acceptable, and under what circumstances.”63 Work by privacy law expert 
Teresa Scassa also demonstrates that public sector privacy laws “were not 
written for our emerging context in which government institutions increasingly 
rely on data analytics and data-fueled AI services provided by the private 
sector.”64 

Facial recognition systems are increasingly recognized as posing 
unacceptable risks to marginalized communities and as an intrusive form 
of surveillance involving highly sensitive information.65 There is also risk 
that facial recognition information and capabilities will be repurposed and 
expanded outside of current uses, which challenges the legitimacy and 
desirability of building enormous government databases given the tangible 
risk of increased surveillance associated with this information.66 Finally, 
the biologically unique nature of facial information makes the potential for 
ongoing harm in the event of a breach of misuse extremely high. A legal 
framework is needed that addresses these risks in Canada in the law 
enforcement context.
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The EU, Illinois and Massachusetts involve dedicated legal frameworks 
(whether currently in place or proposed) to establish safeguards and 
limitations on the use of facial recognition, which is needed in Canada. Even 
in the EU context, where the data protection and privacy legislation has 
been heralded as some of the strongest in the world,67 a law that specifically 
addresses police use of artificial intelligence including facial recognition will 
be implemented.68 A dedicated legal framework that sets out permissible 
uses of facial recognition and provides safeguards and limitations regarding 
its use would similarly be warranted in Canada. This is in line with our 
recommendation that the use of facial recognition for identification should 
be prohibited in the absence of explicit lawful authority.

Options for Lawful Authority

Without being exhaustive or providing recommendations on which of the 
following should be implemented, options for such lawful authority include:

•	 Canada could follow the 30 recommendations on government, police, 
and private use of facial recognition put together by the Georgetown 
Law Center on Privacy & Technology, including implementing a version 
of the Model Face Recognition Act that is tailored to the Canadian 
context.69 The recommendations include the threshold that should be 
met for law enforcement to conduct searches on facial recognition 
databases, which databases can be searched and how, who must be 
omitted from mugshot database searches, when real-time or live facial 
surveillance can occur, public reporting and auditing requirements, 
accuracy and bias testing, procurement requirements, and numerous 
other best practices.

•	 Law enforcement could be required to obtain a warrant to conduct a 
facial recognition search for serious crimes only. This would require 
legislative amendments to the Criminal Code in line with s. 487.04 
that concern forensic DNA analysis, which limits the production of 
such warrants only for certain serious crimes (and upon provision of 
certain information by police that justifies receiving the warrant) that 
assess the necessity, effectiveness and proportionality of the proposed 
use of information in light of Charter rights.70 However, experts at the 
Georgetown Law Center on Privacy & Technology observe that a 
simple warrant is not enough for pervasive, real-time facial surveillance 
through CCTV, and that, at minimum, a warrant with more onerous 
procedural and substantive requirements related to life-threatening 
public emergencies would be needed in that context.71
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•	 Law enforcement could be prohibited from using the facial recognition 
services of third parties and could be allowed only to use such 
facial recognition through ministries of transportation by obtaining a 
warrant or in life-threatening public emergency situations, and with 
publicly available documentation requirements like those required in 
Massachusetts. This would help to mitigate the risks associate with 
police use of third-party services (as was the case with the RCMP 
and Clearview AI) and would help to address the legal grey zone that 
currently permits police to access driver’s licence databases and 
passport photos with little to no oversight or accountability in Canada.72 
In line with recommendations again by experts at the Georgetown 
Center on Privacy and Technology, searches conducted on driver’s 
licence and other ID databases should, at minimum, require probable 
cause and should also be limited for the most serious crimes.73

The legislative framework for facial recognition in Canada could draw on our 
recommendations for the Privacy Act, where we advocated for limitations 
on the collection, use and disclosure of facial information, minimization 
of the information that is collected, adequate employee training, human 
involvement in high impact decisions, meaningful explanations to affected 
individuals of the reason for certain automated recommendations, and 
security safeguard and notification requirements.74 

The framework could also be informed by the recommendations provided 
by Tamir Israel, who advocated for decentralized facial recognition 
reference datasets to reduce the risks that facial recognition systems will be 
compromised or repurposed at a systemic level, as well as for: 

•	 Deletion as soon as possible of images or live recordings;

•	 The introduction of image quality assurance mechanisms;

•	 The limited benefits of keeping humans in the loop for final decisions;

•	 Rigorous pre-emptive and ongoing proportionality and impact 
assessments that are also rigorously transparent;

•	 Limitations on when facial identification is permitted and the 
repurposing of facial recognition systems;

•	 Minimum accuracy and bias thresholds; and 

•	 Ongoing obligations for disparate impacts and errors.75
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On top of these recommendations, the legislative framework should also 
provide recourse to individuals regarding use of facial recognition as an 
example of an automated decision-making system. Drawing on the GDPR 
for inspiration, individuals should explicitly be afforded:

•	 The right to meaningful explanation of how and why the automated 
decision was made;

•	 The right to human intervention or final decision-making prior to arrest 
or detainment on the basis of a recommendation provided by a facial 
recognition system; and

•	 The right to freedom from discrimination based the grounds for 
discrimination referred to in s. 15 of the Charter.

Rigorous Impact Assessments and Public Transparency Facilitated by 
the OPC

This legislative framework should require that law enforcement conduct 
rigorous proportionality and impact assessments before and during any use 
of facial recognition systems.76 The Office of the Privacy Commissioner is 
in the best position to provide oversight of the assessment process and the 
oversight of facial recognition systems more generally.77

Drawing on the GDPR, these assessments could include at minimum: 

•	 A description of the how the systems and algorithms operate and the 
purpose for the collection and use;

•	 The necessity of the collection and use in relation to the purpose;

•	 An assessment of the risks to individual rights and freedoms; and 

•	 The measures used to demonstrate privacy, data protection, and 
security compliance.78 

Impact assessments for privacy and automated decision-making are 
already separate requirements in Canada,79 but a cohesive approach to 
impact assessments for facial recognition would be beneficial given the 
interconnected nature of the privacy and algorithmic accountability issues 
raised by the technology.
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It would be useful to incorporate the best practices laid out by Algorithm 
Watch in the organization’s work on impact assessments for automated 
decision-making systems in the public sector.80 The authors provide a 
comprehensive framework and checklist focused on seven values for 
conducting impact assessments, including four principles based on 
respect for human autonomy, prevention of harm, impartiality or fairness, 
and benefits that outweigh harms, as well as three instrumental principles 
based on control, transparency, and accountability. Where a system 
assessed poses particular risk, a detailed “transparency report” would be 
needed because the system would be subject to additional transparency 
requirements.

One compelling solution proposed by the research and advocacy 
organization Algorithm Watch is the recommendation that governments 
provide a public registry showing all automated decision-making systems 
used in the public sector.81 The registry would ideally provide information 
contained within the impact assessment, as well as the name of the 
developers of the system. Where there are legitimate reasons for restricting 
access to the transparency report, information should be provided to the 
appropriate oversight institution (such as the OPC), which should in turn be 
communicated to the public.82 

A public registry for algorithms, tools and systems powered by data is 
already in place in Ontario.83 Municipalities in Europe such as Amsterdam, 
Helsinki and various cities in France have also begun providing public 
registries for deployment of artificial intelligence and as a way for citizens to 
provide feedback on the algorithms used.84 Such transparency is not in and 
of itself an adequate solution to many of the issues posed by technology 
such as facial recognition systems, but it helps to create conditions in which 
compliance with legal requirements can be assessed and accountability is 
more achievable.
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