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Executive Summary 
Social media is in many ways the new public 
square — where most Canadians now connect 
with friends and family, and engage in civic 
discourse. It has become increasingly clear 
that this new square is having a toxic influence 
on our society and democracy: hate speech 
and harassment targeting marginalized 
people; disinformation enabling extremism 
and conspiracy theories to flourish; and online 
activities fueling real-world violence and 
exploitation.

Over the past three years, we conducted 
national representative surveys with Canadian 
residents on these important issues. Key 
findings include:

•	 More than one in three Canadian residents 
report encountering harmful content online 
at least weekly, such as hate speech and 
violent material.

•	 That figure rises to about half of those who 
regularly use social media for news and 
current events.

•	 Racialized Canadians are 50% more 
likely than non-racialized Canadians to 
encounter racist content online and report 
content to platforms for being hateful.

•	 Canadians do not trust social media 
platforms to act in the public’s best 
interest. In fact, they are less trusted than oil 
companies, telecommunication providers 
and news media.

•	 71% of Canadians want the government 
to intervene in social media companies in 
2021 — up from 60% in 2019.

•	 75% of Canadians support requirements 
for platforms to delete illegal content in 
a timely manner such as hate speech, 
harassment and incitement to violence.

These results underscore that Canadians are 
concerned about what they experience on 
social media, and are looking for action to 
help address the harms produced. The unique 
reach and speed of social media platforms 
call for unique regulatory solutions aimed 
at countering the spread of online harms, 
while at the same time protecting Canadians' 
rights and freedoms, including our right to 
free expression. The Government of Canada 
has announced its intention to introduce new 
legislation to address some of these harms, 
namely: hate speech; terrorist and violent 
content; child sexual exploitation; and non-
consensual sharing of intimate images.
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1.	 Clarify the online platforms in scope to 
exclude journalism platforms and platforms 
where user communication is a minor 
ancillary feature of a platform (e.g., fitness, 
shopping, travel).

2.	 Establish platform size thresholds to place 
fewer obligations on smaller and non-profit 
platforms to avoid entrenching incumbents.

3.	 Require minimum standards of user 
reporting features and transparency for 
private platforms with very large user reach.

4.	 Clarify the definitions of harmful content as 
it relates to online content moderation and 
consider adding identity fraud to the list of 
harmful content in scope.

5.	 Narrow the requirement for platforms to 
take “all reasonable measures” to identify 
harmful content, to avoid over-censorship 
and ensure wrongful takedown is 
appealable.

6.	 Ensure the length of time provided for 
content moderation decisions can evolve 
through regulatory changes.

7.	 Limit any requirements for mandatory 
platform reporting to law enforcement to 
cases where imminent risk of serious harm 
is reasonably suspected, and consider 
narrowing to only child sexual exploitation 
and terrorist content.

8.	 Ensure platform transparency requirements 
are publicly accessible in a manner that 
respects individual privacy, and work 
with international allies to ensure data 
comparability.

9.	 Require larger platforms to cooperate with 
independent researchers, and annually 
review and mitigate their systemic risks.

10.	Remove or significantly narrow the ability 
to block access to platforms for non-
compliance.

Intent of Report
This report is intended to provide our best advice on how to begin to genuinely rebuild this new 
public square in a manner that protects and advances Canadians’ fundamental rights and 
freedoms, and furthers efforts at international platform governance alongside allied jurisdictions. 
Our recommendations to improve the Government’s proposal include:
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Introduction   
Social media is increasingly used by 
Canadians to stay up-to-date with the news, 
connect with friends and family, and engage 
in civic and political discourse. It is no wonder 
that many have referred to social media as our 
new public square. But over the past decade, 
it has become increasingly clear that this 
public square is also responsible for producing 
negative effects on society: hate speech and 
harassment that target racialized communities 
and other marginalized groups are rampant; 
disinformation abounds while helping extremist 
content and conspiracy theories to flourish; and 
real-world violence, including sexual abuse 
and child exploitation, is unfortunately an 
increasing reality.1,2,3,4

The impacts of this digital transformation on 
Canada’s communications ecosystem are 
continuing to take shape and are still not 
fully understood. Indeed, new and emerging 
platforms continue to develop and rise, often 
blending public and private communication 
in ever-changing ways, creating a dynamic 
digital environment. However, what is becoming 
clear at this moment is that the spread of 
online harms through social media is real and 
poses significant risks to Canada’s social 
cohesion, public safety and democracy.5 As 
a result, there have been growing calls for 
technical and regulatory changes to mitigate 

these harms and rebuild our “public square.” 
6,7,8,9,10 At the same time, legitimate concerns 
have been raised regarding over-censorship 
of online content and that any changes may 
unreasonably limit our rights and freedoms, 
particularly the right to free expression.11 

The Government of Canada has laid out in 
commendable detail what its intentions are 
with respect to addressing some of these online 
harms. The goal of this report is to respond 
to the Government’s proposed approach to 
address harmful content online, and share 
the results of representative surveys that we 
conducted in Canada over the course of the 
last three years on these important questions. 

We believe the results of regular surveys such 
as these, while imperfect, are important tools 
as we know so little about these platforms, 
in part because of the lack of meaningful 
transparency, cooperation with independent 
research, and regulatory action to date. Any 
action in this area should be informed by 
evidence about Canadians' experience with 
those harms, as well as Canadians' views 
on the appropriate role of government in 
addressing those harms. This report is intended 
to reflect and provide our best advice on how to 
do so in a manner that protects and advances 
Canadians’ fundamental rights and freedoms.

0101

6Rebuilding Canada's Public Square: Response to the Government of 
Canada’s Proposed Approach to Address Harmful Content 



Canadians' 
Experience on Social 
Media Platforms

Three national representative surveys 
conducted by our team over the 
course of three years (2019, 2020 
and 2021) provide a comprehensive 
picture of the social media 
landscape in Canada. We provide 
a summary here, as we believe a 
clear understanding of the significant 
and growing role of social media in 
Canada is foundational to designing 
solutions to the online harms 
facilitated through those platforms. 

Overall Use of Platforms

Most Canadians are using social 
media platforms — many every day 
(Figure 1). In fact, more than half of 
Canadians aged 18-29 report using 
YouTube (65%), Instagram (52%) and 
Facebook (51%) at least every day.

Canadians are also increasingly 
using private messaging apps to 
connect and share content. More 
than 8 in 10 report using private 
messaging apps in 2021, with 
Facebook Messenger, WhatsApp 
and Instagram direct messages as 
the most used platforms (Figure 2). 
As with public platforms, there were 
significant differences in the use of 
platforms across age groups: the 
majority of those aged 16-29 used 
direct messaging on Instagram (72%) 
and Snapchat (65%), compared to 
15% and 8%, respectively, among 
those aged 45 and older.

Figure 2: Canadians’ Use of Private Messaging Apps Overall 

(2021)

91% / 44%
75% / 38%
51% / 14% 
48% / 27%
44% / 19%
40% / 10%
32% / 11%

OVERALL / DAILY

	 YouTube  	
	 Facebook   
	 Pinterest  
	 Instagram  
	 Twitter
	 LinkedIn
	 Reddit  

Figure 1: Canadians’ Use of Social Media Platforms Overall 

and Daily (2019)

Any Messaging App
Facebook Messenger
WhatsApp
Instagram DMs 
Snapchat
Twitter DMs
Discord

83%
72%
35% 
33% 
24%
13%
10%

n=3,000

n=2,451
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While traditional media, such as television, 
radio and newspapers, continue to play a large 
role in how Canadians consume news, one 
in four report using Facebook and YouTube 
to stay up-to-date with the news and current 
events, with 21% using messages from friends, 
family and colleagues (Figure 3). Differences by 

age are again significant — those aged 16-29 
use YouTube (43%), Facebook (35%), Instagram 
(35%) and private messaging (35%) for news 
at greater or comparable rates than news 
websites (42%) or traditional media such as TV 
(42%) and radio (23%)(Figure 4). 

Figure 3: Canadians’ Reported Sources for News and Current Events

n=2,451 (2021); 3,000 (2019)

Platforms as a News Source
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n=436 (16-29); 636 (30-44); 654 (45-59); 725 (60+)

Figure 4: Canadians’ Reported News Sources by Age Group (2021)

In addition to consuming news, a 
significant proportion of Canadian 
residents actively engage with news 
and politics on these platforms. 
According to our 2019 survey, 
43% of respondents 'like' a news 
or political post or story on social 
media at least once per week, 40% 
join social media groups about an 
issue or cause, 33% share news/
political stories on social media at 
least weekly, and 30% comment on 
a news/political post in their own 
words at least weekly.
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Exposure to Online Harms

Amidst this increasing use of social 
media platforms is a significant degree of 
reported exposure to harmful content.

In our 2019 survey, 42% of Canadian 
residents reported seeing deliberately 
false information on online news sources, 
including social media platforms, at 
least once per week (Figure 5). More 
than one-third of respondents reported 
encountering other types of harmful 
content at least once per week, including 
sexist content, racist content, hate 
speech, and violent content, with nearly 
60% reporting seeing such content at 
least monthly.

Further, those who used Facebook, Twitter 
and YouTube to stay up-to-date on news 
and current events were significantly 
more likely to report encountering online 
harms at least weekly (Figure 6).

Figure 5: Canadians' Reported Exposure to Online Harms (2019) 

n=3,000

Figure 6: Canadians Using Social Media for News Report More 

Frequent Exposure to Online Harms (2019)

n=754 (Facebook); 490 (YouTube); 405 (Twitter); 3,000 (all)

10Rebuilding Canada's Public Square: Response to the Government 
of Canada’s Proposed Approach to Address Harmful Content 



In our 2021 survey, we asked respondents how 
frequently they encountered a range of online 
harms specifically through private messaging 
apps. About half (46%) reported seeing 
information that they immediately suspected 
was false at least a few times a month; while 
39% reported seeing information that they 
initially believed was true, but later found was 
at least partially false, with the same frequency. 
Scam or phishing messages were also 
reported as a relatively frequent occurrence, 
with 46% reporting receiving these messages 
at least a few times a month. Hate speech was 
identified by 26% of respondents at least a few 
times a month, with one in five encountering 
content that promoted or encouraged violence 
and harassment or bullying at least a few times 
a month (Figure 7).

Respondents who used private messaging 
apps as a regular news source were also 
more likely to believe a number of common 
false conspiracy theories about COVID-19 
(see Private Messaging, Public Harms for more 
information). Sixty-three percent of believers in 
COVID-19 conspiracy theories received news 
through Facebook Messenger at least a few 
times a week, compared to an overall average 
of 47%. In turn, compared to the average 
Canadian, COVID-19 conspiracy believers 
are 34% more likely to get their news regularly 
from Facebook Messenger. Similarly, 39% of 
believers in COVID-19 conspiracy theories 
received news through WhatsApp at least a 
few times per week, compared to 22% overall, 
making them 77% more likely to receive their 
news in this way. This echoes the findings from 
previous research that found a correlation 
between consuming news on social media 
platforms and the likelihood to believe in 
COVID-19 conspiracy theories.12 

Racialized respondents also report more 
frequent exposure to online harms on public 
and private platforms. Our 2019 data showed 
that those who identified as racialized were 
33% more likely to report encountering 
hate speech and 52% more likely to report 
encountering racist content at least weekly, 
compared to non-racialized Canadians 
(Figure 8). In our 2021 survey, hate speech 
was reportedly received through private 
messaging apps by about one-quarter (26%) 
of respondents at least a few times a month. 
However, reported rates were significantly 
higher among Latin American (58%), Middle 
Eastern (44%), Southeast Asian (44%) and 
Black (40%) respondents. These findings 
strongly indicate that exposure to online harms 
on social media platforms is experienced more 
by marginalized communities.

Figure 7: Canadians’ Reported Exposure to Online Harms 

through Private Messaging Apps (2021)

n=2.044
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One in four respondents in 2019 had reported 
harmful or fake posts or accounts. Again, those 
who identified as racialized were also 52% 
more likely to report an account or post for 
hateful content (35% of racialized individuals, 
compared to 23% of non-racialized). Likewise, 
22% of respondents in 2021 reported someone 
for sending illegal, hateful or harassing content 
on a messaging app, with rates significantly 
higher among people of colour. Of those who 
did make reports about hateful content on 
social media, 38% ranked its effectiveness 
(from 1 to 9) as 7-9, 39% ranked 4-6 and 23% 
ranked as 1-3. These numbers were very 
similar for private messaging apps: when 
asked a similar question in 2021, 35% gave 
7-9, 39% ranked 4-6 and 21% said 1-3. These 
assessments indicate that harmful content 
reporting to platforms can be an effective 
mechanism to mitigate harms.

Figure 8: Racialized Canadians Report Online Harms 

More Frequently (2019)

n=2,450 (not); 540 (visible minority/racialized)
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Canadians’ Views on 
Platform Regulation

Low Trust in Platforms
A consistent finding across all three surveys 
is that Canadian residents do not trust social 
media platforms. Specifically, Canadians do 
not believe that these companies, including 
Facebook, TikTok, Twitter and Instagram, make 
decisions in accordance with the best interest 
of the public. When asked to rate how much 
they trust various organizations on a scale 

from 1 to 9, respondents were less trusting of 
social media platforms than oil companies, 
telecommunication providers and news 
media (Figure 9). Our surveys found that trust 
in Facebook, including the other services and 
apps it owns, declines moderately with age, 
particularly among men.

We also found that big tech companies are 
less trusted than governments and other public 
and private institutions to keep personal data 
secure (Figure 10).

Figure 9: Canadians’ Trust to Act in Public’s Best Interest (on 

a scale from 1-9) (2021)

n=2,451

Figure 10: Canadians’ Trust to Keep Personal Data Secure 

(on a scale from 0-10)(2020)

n=2,000
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Trust levels in major social media platforms 
have remained relatively consistent from 
2019 to 2021. For example, feelings of low 
trust (1-3) in Facebook increased only slightly, 
from 36% to 37%, and high trust (7-9) fell from 
26% to 21%. Likewise, feelings of low trust in 
Twitter increased by two percentage points 
and high trust fell by one point, while reports 
of low trust in Instagram increased by one 
point and high trust fell by two points. This 
pattern in Canadians' degree of trust in social 
media companies is striking considering the 
rapid changes in events between these two 
surveys. For example, our 2019 survey was 
conducted prior to the COVID-19 pandemic, 
which saw a proliferation of false health 
information on social media, called by 
some "the biggest challenge fact-checkers 
have ever faced."13  The widely recognized 
role played by social media in amplifying 
conspiracy theories and undermining public 
health efforts could have further damaged 
public trust in those companies. Moreover, 
the pandemic and misinformation during the 
2020 U.S. election also saw unprecedented 
collaboration between social media platforms 
and fact-checking groups, with social media 
companies applying greater levels of content 
moderation and warning labels.14  Our 2021 
survey, conducted a year into the pandemic, 
shows that neither of these events exerted 
considerable influence on public perceptions 
of social media companies, or perhaps that the 
effects merely cancelled one another.

The consistent low level of public trust in 
social media companies among Canadians, 
despite the turbulent years that filled the gap 
between these two surveys, contributes to the 
overall impression indicated by the data that 
Canadians have a strong appetite for greater 
intervention.
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A Role for Government

Survey results from both 2019 and 2021 
indicate that most Canadian residents are 
prepared for government intervention to 
address online harms. When asked in 2019, 
80% of Canadians said that an increase in 
deliberately spread false information was a 
problem affecting Canadians and society in 
general, while 70% of Canadians said they 
thought the role social media plays in our 
political system was a similar problem.

We asked Canadian residents to choose 
among a series of statements which best 
described their perspective, and each 
indicated a growing willingness for platform 
intervention. In 2019, 63% of respondents said 
that reducing the amount of hate speech, 
harassment and false information online was 
more important than protecting freedom of 
expression. 

When asked again in 2021, this number had 
increased to 70% (Figure 11). There was also a 
small increase in the proportion of respondents 
that believe that social media platforms should 
be held responsible when they allow posting 
of illegal or inaccurate content in the same 
way that traditional news media are held 
responsible, from 47% to 52%. Most strikingly, 
the proportion that said that the government 
should intervene to require social media 
companies to fix the problems they have 
created in our political system increased from 
60% to 71% between the two surveys.

While Canadians' desire to see government 
action on this issue appears to have increased 
between 2019 and 2021, their opinions with 
respect to specific policy interventions — such 
as requiring platforms to delete harmful content 
in a timely manner or delete the accounts of 
users intentionally spreading false information 
— have remained stable during the same time 
period.

Figure 11: Canadians’ Views on the Role of Government 

Regulation (2021)

n=2,122; 2,162; 2,018
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One key takeaway from Canadians' 
opinions around specific policy 
interventions is that the policies that 
were most supported by Canadians 
were those that imposed new 
responsibilities for content moderation 
on the platforms themselves, with 
opposition to these policies never 
exceeding 10% of respondents (Figure 
12). Policies that would address these 
issues in an indirect way — such as by 
funding digital literacy programs for 
Canadians or by supporting traditional 
media outlets as an alternative to social 
media — had generally lower levels of 
support across both surveys.

Another key point is that, while 
Canadians are generally supportive 
of various approaches that place 
responsibilities on platforms to moderate 
the content that they host, that support 
diminishes when the approach would 
result in significant changes to the 
service being provided. For example, 
when asked in 2021, 45% of respondents 
were less supportive of imposing new 
responsibilities on Facebook if those 
measures would cause Facebook to 
shut down operations in Canada; and 
54% were less supportive if it would 
require Facebook to charge a $5 
monthly fee to users (their approximate 
revenue per user). However, there was 
more willingness to impose content 
moderation responsibilities if it would 
result in Facebook needing to delay 
posts by a few minutes in order to carry 
out content moderation — only 18% 
of Canadians were less supportive in 
this case, whereas 43% were more 
supportive.

Figure 12: Canadians’ Support for Policy Interventions (2021)
n=2,451
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Somewhat surprisingly, the survey data did 
not indicate any strong relationship between 
trust in social media companies to act in the 
public’s best interests and support for more 
stringent requirements for those companies. 
This is in part explained by the broad levels of 
support for greater action, where even those 
with high trust in social media companies are 
still supportive of intervention. Less surprisingly, 
those who report being victims of various online 
harms, such as privacy breaches and account 
hacks, express significantly greater support 
for intervention than those who have not been 
victims.

We believe that these results collectively 
paint a clear picture: Canadians are ready 
for new action to address online harms while 
maintaining access to services that enable 
them to connect and share with others. It 
is worth noting that, when Canadians were 
asked who they trusted the most to address 
the issue of disinformation, hateful speech 
and extreme views on social media, no clear 
consensus emerged. Twenty-eight percent 
indicated trust in the handling of the issue by 
social media platforms themselves; 22% by a 
government agency; 19% by the people who 
use social media; and 23% were not sure. We 
believe a takeaway from this could be that 
while Canadians are prepared for action, they 
are not sure who is best positioned to lead this 
work. We believe that approaches that promote 
direct platform responsibility while maintaining 
democratic and sovereign oversight and 
accountability for action are most likely to meet 
the expectations of Canadians.
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Designing regulatory interventions into the 
communication and information ecosystem of 
Canadians must be done with great care, and 
in a manner that protects fundamental rights 
and freedoms. Learning the lessons from other 
jurisdictions around the world tackling these 
same issues should be top-of-mind.

In addition, an exclusive focus on content 
moderation can miss broader structural 
issues with modern online platforms, such as 
platform competition, personal data use by 
companies, and recommendation algorithms. 
However, it should also be acknowledged that 
some of these structural issues with the largest 
platforms are outside of meaningful influence 
from Canada alone. As such, Canada should 
try to align its regulatory efforts in the broader 
global context to the extent possible, and 
support and coordinate efforts at international 
governance. A theme throughout our advice 
that follows is to align with other jurisdictions' 
definitions or approaches, to enable Canada 
to enhance, rather than detract from, a 
growing democratic force on these global 
platforms. To this end, we provide here a 
summary of the most relevant efforts by allied 
jurisdictions to govern online platforms and 
harms that we will reference in our advice.

Global 
Regulatory 
Approaches 
to Online 
Harms   

0202
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The United Kingdom

The governance model chosen by the UK, 
and developed in a series of consultations 
with stakeholder groups, is known as the 
'duty of care'.15  Under this model, the 
UK’s communications regulator Ofcom 
would oversee and enforce compliance 
with a standards framework designed by 
the government, in order to “ensure that 
companies continue to take consistent and 
transparent action to keep their users safe.”16 
Some commentators have argued that this 
duty of care required of tech platforms for 
online spaces is analogous to the duty of care 
required of property owners for their physical 
spaces.17

The scope of the UK's duty of care framework 
is quite broad. The framework applies to 
all companies whose services host user-
generated content that can be accessed by 
users in the UK; and/or facilitate public or 
private online interaction between service 
users, one or more of whom is in the UK, as well 
as search engines.18 However, this breadth is 
restrained by certain specific exceptions. For 
example, services that play a mostly 'functional' 
role in enabling online activity, such as ISPs, 
would not be subject to the framework.19  
Perhaps most notably, journalistic content, as 
well as user comments on that content, would 
be specifically exempted in an effort to protect 
freedom of the press.20

The harms proposed to be addressed by the 
duty of care framework are also quite broad. 
The framework targets criminal offences and 
harmful content affecting children, as well as 
content that can be harmful to adults even 
if legal.21 Disinformation and misinformation 
are also included in the framework, but only in 

situations in which that information could cause 
harm to individuals.22 Specifically out of scope 
are violations of intellectual property rights, 
data protection, fraud, consumer protection law, 
and cybersecurity breaches or hacking.23

In terms of the specific actions that companies 
would need to take, any company that falls 
within the scope of the framework would be 
responsible for taking action to prevent user-
generated content on their platforms from 
causing physical or psychological harm to 
individuals.24 This would involve carrying out 
assessments of the risks associated with their 
services and taking action to reduce those 
risks.25 

If a user were to encounter harmful content on 
a platform which had an obligation under the 
framework to address that harm, then the user 
can report that harm and seek redress, such as 
content removal or sanctions against offending 
users, among other possibilities.26 

There would also be different obligations 
imposed on different 'classes' of companies. 
These classes would be determined by their 
degree of reach in the public media landscape, 
and therefore their potential to contribute to 
online harms.27 Such companies would have 
additional responsibilities under the framework, 
particularly with respect to the regulation of 
harmful content, even when that content is 
not illegal.28 Among other differences, these 
companies would be required to regularly 
publish transparency reports in order to detail 
the approaches they had adopted to address 
online harms.29 The government explicitly 
stated that it would reserve the right to impose 
personal liability on the managers of tech 
companies in the event of failure to attain the 
standards of care specified by the regulator.30 
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The European Union

Like the UK, the EU has been moving toward 
a model of regulating online harms based 
largely on the idea that platforms should 
bear more responsibility when it comes to 
monitoring and addressing those harms. 
The EU's new approach to regulating online 
harms began with a 2018 recommendation 
document published by the European 
Commission. Building on the feedback from 
these recommendations, in December 2020 
the European Parliament and European 
Council received a legislative proposal from 
the European Commission titled the Digital 
Services Act (DSA).31 It outlines a broad set of 
measures to regulate online platforms. What 
follows is a direct quotation of the stated intent 
of the legislation:32 

•	 measures to counter illegal goods, services 
or content online, such as a mechanism for 
users to flag such content and for platforms 
to cooperate with “trusted flaggers”;

•	 new obligations on traceability of business 
users in online market places, to help 
identify sellers of illegal goods;

•	 effective safeguards for users, including the 
possibility to challenge platforms’ content 
moderation decisions;

•	 transparency measures for online platforms 
on a variety of issues, including on the 
algorithms used for recommendations;

•	 obligations for very large platforms 
to prevent the misuse of their systems 
by taking risk-based action and 
by independent audits of their risk 
management systems;

•	 access for researchers to key data of the 
largest platforms, in order to understand 
how online risks evolve;

•	 oversight structure to address the 
complexity of the online space: EU 
countries will have the primary role, 
supported by a new European Board for 
Digital Services; for very large platforms, 
enhanced supervision and enforcement by 
the Commission.

While the new law upholds existing legal 
protections for platforms in terms of not 
being liable for the content they host in the 
EU, it also introduces a new responsibility to 
remove illegal content in a “timely, diligent and 
objective manner” once identified.33 As with 
the UK approach, the proposed EU model 
would operate using a tiered system, with 
larger platforms being subject to more stringent 
requirements.34 For example, platforms with 
over 45 million users would be required to 
abide by a range of new restrictions, such as:

•	 Risk management obligations;

•	 External audits to assess the degree of risk 
for harm posed by the platform's activities;

•	 Transparency around recommendation 
systems related to user content;

•	 Obligations to share data with researchers 
to help understand online harms; and

•	 Cooperation with authorities in the event of 
crises.35

For the first time in the EU, the law would 
specify that companies that fail to comply with 
these obligations would be subject to fines of 
up to 6% on their annual profits.36 
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Germany

In June 2017, the German Federal Parliament 
adopted the Network Enforcement Act or the 
NetzDG, which came into effect in October 
2017.37 It should be noted that the law was 
adopted in a fast-tracked legislative process 
and was subject to significant criticism 
from civil society organizations.38 The law 
aimed to reduce hate speech, criminally 
punishable disinformation and other harmful 
content on social media. Under the Act, 
social networks with at least two million 
members in Germany are subject to multiple 
obligations.39 Most notably, the law requires 
social networks to remove or block access 
to content that is “manifestly unlawful” within 
24 hours of receiving complaints unless 
provided otherwise by law enforcement.40 
Social networks must also remove or block 
access to all other simply “unlawful” content 
generally within seven days of receiving a 
complaint, with certain exceptions involving 
whether the factual allegation is true or false 
or if the decision will be decided upon by an 
approved self-regulatory institution.41,42 The 
law also requires social networks to maintain 
effective and transparent organizational 
procedures for handling complaints about 
unlawful content available to users.43 Platforms 
designed to enable “individual communication 
or the dissemination of specific content” are 
specifically exempt from the law.44 
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Australia

Australia’s eSafety Commissioner is dedicated 
exclusively to promoting online safety and 
enforcing compliance with online content 
moderation requirements under the Enhancing 
Online Safety Act (EOSA).45 The eSafety 
Commissioner was initially focused on 
promoting online safety for children; however, 
in 2017, the Act was amended to expand the 
scope of its functions to include safeguarding 
against risks of online harm for all Australians.46  
 
Under the EOSA, the eSafety Commissioner 
is responsible for monitoring online platforms’ 
compliance with safety requirements related 
to the cyber bullying of children47 and non-
consensual sharing of intimate images.48 The 
EOSA requires social media service providers 
to include a provision that “prohibits end-
users from posting cyber bullying material” in 
its terms of use and a complaints framework 
under which users can report and request the 
removal of harmful material.49 Under the EOSA, 
if a material is considered a cyber bullying act 
targeting an Australian child, and the social 
media service does not remove the material 
within 48 hours of a complaint, the eSafety 
Commissioner has the power to request the 
removal of the material within 48 hours of a 
written notice.50 Moreover, the Commissioner 
has the power to issue an “end-user notice,” 
under which the person posting the cyber-
bullying material is required to remove it and 
refrain from posting harmful content in the 
future.51 Civil penalties are enforced for failure 
to comply with the removal notice.52 The 
Commissioner can also invoke these regulatory 
powers to enforce the removal of intimate 
images shared without the subject’s consent.53  
 
The eSafety Commissioner also has powers 

under the Broadcasting Services Act (BSA) and 
the Criminal Code Act (CCA). Under the BSA, 
the Commissioner can investigate complaints 
and enforce the removal of “prohibited content” 
as defined by the Classification Board—the 
government body responsible for classifying 
films, publications and online content, issuing 
age restrictions, and implementing censorship 
guidelines.54, 55 The Commissioner can issue a 
“removal notice” to a host of the illegal content 
in Australia,56 or a “blocking notice” to a local 
Internet Service Provider to prevent or restrict 
access to illegal content hosted outside of 
Australia.57 The Classification Board’s definition 
of illegal content includes child abuse material, 
content promoting terrorism, and incitements of 
violence.58 Under the CCA, the Commissioner 
can request the removal of “abhorrent violent 
material,” defined as content that records or 
streams terrorist acts, violence or kidnapping,59 
and requires the internet, content, or hosting 
service provider to inform the Australian 
Federal Police “within a reasonable time 
after becoming aware of the existence of the 
material.”60    
   
In June 2021, the Australian government 
enacted the Online Safety Act to once again 
expand the Commissioner’s powers.61 The 
new legislation, which will come into effect in 
January 2022, expands the Commissioner’s 
cyberbullying regulations to include adult-
targeted cyber harms62 and requires the 
removal of cyberbullying material from a 
wide range of online services, not just social 
media sites.63 The new Act also grants the 
Commissioner enhanced powers to rapidly 
block websites that host abhorrent violent 
material in real time64 and reduces the time 
frame required for service providers to comply 
with removal notices from 48 to 24 hours.65 
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We appreciate the opportunity to respond 
to the Government’s proposed approach 
in detail. The following provides our 
recommendations to strengthen and clarify the 
proposal, to ensure it best meets its objective 
of supporting a safe, inclusive and open online 
environment while protecting and advancing 
fundamental rights and freedoms.

Our Advice on 
the Government’s 
Current Proposal 

0303
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Platforms in Scope

The Government’s proposed definition of an 
“Online Communication Service” (OCS) to be 
in scope for this new law is “a service that is 
accessible to persons in Canada, the primary 
purpose of which is to enable users of the 
service to communicate with other users of 
the service, over the internet” and excludes 
“services that enable persons to engage only 
in private communications.” The proposal 
provides regulatory power to the federal 
government to further specify the definition 
of an OCS, such as including or excluding 
a category of services, and the meaning 
of the term "private communications". The 
proposal’s briefing material provides examples 
of in-scope platforms, such as Facebook, 
YouTube, TikTok, Instagram and Twitter, while 
also providing examples of what it intends 
to exempt, including telecommunications 
providers, as well as private messaging, fitness, 
ridesharing and travel platforms.

Platforms' Primary Purpose

The Government should consider clarifying its 
intentions by further defining what is meant 
by a service’s “primary purpose” to ensure the 
very broad definition of user communication 
does not capture what it does not intend and 
that regulatory exemptions are not applied 
inconsistently. The Government may consider 
adopting language from the EU’s proposed 
Digital Services Act (DSA), which clarifies 
platforms should not be in scope “where the 
dissemination to the public is merely a minor 
and purely ancillary feature of another service 
and that feature cannot, for objective technical 
reasons, be used without that other, principal 
service, and the integration of that feature is 
not a means to circumvent the applicability of 

the rules of this Regulation applicable to online 
platforms.”66 Such language would clarify 
intentions with respect to services such as 
fitness, shopping or travel platforms. 

Likewise, language from Germany’s NetzDG 
and the UK’s online harms bill aiming to 
protect freedom of the press and platforms 
exclusively dedicated to journalism could be 
adopted to specifically exclude “platforms 
offering journalistic or editorial content, the 
responsibility for which lies with the service 
provider itself.”67 The EU’s DSA preamble also 
specifies “the comments section of an online 
newspaper” as being exempt as an ancillary 
feature.68 The UK and Australia also both 
specifically exclude closed internal business 
platforms, which could be considered.

Platform Size

As currently drafted, it appears that no size 
or user reach thresholds are proposed to 
exempt smaller platforms from the law. The 
Government should consider mirroring the 
platform size thresholds established in other 
jurisdictions that have been carefully crafted 
to prevent only entrenched incumbents with 
the resources to meet sophisticated regulatory 
requirements, as well as mitigate the risk of 
smaller platforms withdrawing their services, 
which could undermine freedom of expression 
and access to information.

The EU’s DSA requires platforms of all sizes to 
have the basic ability for users to report illegal 
content, but exempts small platforms without 
significant reach from recourse and appeal 
mechanisms for such content, as well as 
transparency requirements.69 
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These are currently defined as enterprises 
employing fewer than 50 people with an 
annual balance sheet below EUR 10 million 
($15 million CAD) and fewer than 45 million 
average monthly active users in the EU (approx. 
10% of population).70 Germany’s NetzDG has 
a threshold of two million registered users 
in Germany (approx. 2% of population), and 
is also limited to platforms that have “profit-
making purposes” to exempt non-profit 
and public enterprises.71 Australia’s eSafety 
Commissioner can designate “large” platforms 
with legally-binding requirements while 
enabling others to participate on a cooperative 
basis; it has designated only three to date: 
Facebook, Instagram and YouTube.72 

Canada could potentially model this after 
similar size thresholds it established in the 
Canada Elections Act for online advertising 
transparency, which map closely to the EU’s 
DSA thresholds, and defines platforms in 
scope as those visited or used by Canadian 
users over the prior 12 months by an average 
of 3 million per month in English; 1 million per 
month in French; or 100,000 times per month in 
another language.

Private Communication

The proposed exemption for “services that 
enable persons to engage only in private 
communications” captures an important and 
extremely complex element of this proposed 
law that potentially requires further clarification.

Many platforms offer both public and private 
communication functions, and clarification 
that blended platforms will have their different 
functions treated differently would help clarify 
scope. For example, Instagram is in scope, but 
its direct message functions are not intended 

to be. Wording similar to the EU’s DSA could 
be adopted: “Where some of the services 
provided by a provider are covered by this 
Regulation whilst others are not, or where the 
services provided by a provider are covered by 
different sections of this Regulation, the relevant 
provisions of this Regulation should apply only 
in respect of those services that fall within their 
scope.”73

However, the distinction between public and 
private communications on many online 
platforms is not always clear. For example, 
is the proposal’s intention to capture posts 
on social media that are private to only 
its followers (e.g., a private Facebook or 
Instagram profile or group)? If not, is it rational 
that regulatory action would be prioritized for 
content viewed by say a dozen people on a 
public profile over content viewed by thousands 
or millions on a private profile or group? To use 
another example, if a public Instagram profile 
posts a story to its close friends (a feature that 
limits access to a user-defined list of followers), 
is that post now private communication?

The EU’s DSA attempts to make this public/
private distinction through its definition of 
“dissemination to the public” as “making 
information available, at the request of the 
recipient of the service who provided the 
information, to a potentially unlimited number 
of third parties”, thereby exempting private 
profiles or groups.74 This has come under some 
scrutiny from experts; for example, Caroline 
Cauffman and Catalina Goanta ask: “should 
there not be a critical number of ‘friends’ or 
‘group members’ that leads to the loss of 
confidentiality protection and to the same 
treatment as offers to or information shared 
with the public in general?”75 The EU’s DSA is, 
however, not a consensus approach. Germany 
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exempts only “individual communication;”76 the 
UK includes private profiles and messaging, 
but excludes emails and SMS messages;77  
while Australia’s approach includes all private 
communication.78

While thresholds at the individual level may 
be problematic, there may be no way to 
avoid establishing a threshold by what is 
considered private. For example, closed groups 
on Telegram can have up to 200,000 users, 
which surely stretches the meaning of “private” 
communication; however, one could envision 
all iMessage or Instagram message groups 
(each capped at 32 users) being considered 
private. However, we think it makes sense that 
this be left to regulations to evolve over time, 
in consultation with experts and Canadians. 
One could also imagine the thresholds being 
different for different types of harms, for 
example a lower threshold for intimate images 
than other content. 

Under the EU’s DSA, however, large private 
platforms that do not meet the “dissemination 
to the public” requirement are still required to 
have user-friendly mechanisms to electronically 
report content that users consider illegal, as 
well as provide notice to users if it removes or 
disables content, including the reasons for its 
decision and available redress possibilities. The 
law also still requires annual reports outlining 
their content moderation activities, including 
the number of user reports by type of alleged 
illegal content, action taken, and average time 
needed for taking action, as well as proactive 
measures taken as a result of the application 
and enforcement of their terms and conditions. 
Finally, when enabled by national laws, EU 
member states would also be able to order 
hosting services to remove illegal content.
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Key Recommendations:
1.	 Clarify the online platforms in 

scope to exclude journalism 
platforms and platforms where 
user communication is a minor 
ancillary feature of a platform 
(e.g., fitness, shopping, travel).

2.	 Establish platform size thresholds 
to place fewer obligations on 
smaller and non-profit platforms, 
to avoid entrenching incumbents.

3.	 Require minimum standards 
of user reporting features and 
transparency for private platforms 
with very large user reach.

The Government should craft the legislation 
to enable a similar approach, in which private 
platforms of a significant size are still subject 
to minimum requirements, such as user notice-
and-action mechanisms and transparency 
requirements. This would better enable harm 
reduction, promote greater understanding of 
online harms, and would mitigate the risk of an 
incentive for companies to create more closed 
or private platforms as a means of sidestepping 
content moderation obligations. For a more 
detailed examination of potential regulatory 
mechanisms for online harms on private 
messaging apps, see Private Messaging, Public 
Harms.
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Key Recommendations:
4.	 Clarify the definitions of harmful 

content as they relate to online 
content moderation, and consider 
adding identity fraud to the list of 
harmful content in scope.

Harmful Content in Scope

The Government’s proposal specifies five 
types of harmful platform content for which 
moderation will be regulated:

1.	 Terrorist content;

2.	 Content that incites violence;

3.	 Hate speech;

4.	 Non-consensual sharing of intimate images; 
and

5.	 Child sexual exploitation content.

These five categories are all worthy of regulatory 
action, though each is also very different, and 
the new regulator will need to develop expertise 
in each to meaningfully understand and 
implement the distinct categories of content.

The proposal refers to using Criminal Code 
definitions of this content “adapted to a 
regulatory context.” The Government should 
engage experts and stakeholders further 
in these definitions, given the very different 
contexts. For example, the proposed definition 
of content that incites violence is that which 
“actively encourages or threatens violence 
and which is likely to result in violence”; 
clarification may be needed as to whether 
coordination or recruitment to violence in the 
absence of encouragement or threat is in 
scope, and whether this includes self-harm. 
Darryl Carmichael and Emily Laidlaw also raise 
important questions about the definition of 
terrorist content in their submission.79

We also think a sixth category of harmful 
content is worthy of consideration: identity 
fraud. Online impersonation is among the 
most common online harms, is often a poor fit 

for the criminal justice system given the scale 
and speed of the platforms, and also has a 
clear Criminal Code definition (“fraudulently 
personates another person, living or dead, 
with intent to: gain advantage for themselves 
or another person; obtain any property or an 
interest in any property; or cause disadvantage 
to the person being personated or another 
person”).80 As an example, Facebook and 
Instagram reported in their most recent global 
transparency report that it actioned 1.7 billion 
fake accounts, compared to a combined total 
of 143 million accounts for hate speech, violent 
content, child endangerment and terrorism.81  
YouTube also reports impersonation as a 
more frequent reason for channel removal 
than promotion of violence or terrorism.82 This 
could also enable the regulator to address an 
emerging threat to our democracy: synthetic 
media and deepfakes. 
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Content Moderation 
Requirements

The Government’s proposal places obligations 
on platforms to “take all reasonable measures, 
which can include the use of automated 
systems, to identify harmful content that 
is communicated on its OCS and that is 
accessible to persons in Canada, and to make 
that harmful content inaccessible to persons 
in Canada.” It also provides that platforms 
must take measures to ensure that the 
implementation and operation of the content 
moderation procedures, practices, rules and 
systems put in place do not result in differential 
treatment of any group based on a prohibited 
ground of discrimination within the meaning 
of the Canadian Human Rights Act and in 
accordance with regulations. It also requires 
that content flagged by any person in Canada 
as harmful be addressed “expeditiously,” which 
it indicates will be defined as 24 hours from 
the content being flagged or another period 
prescribed in regulations, including the ability 
to set different times for different types of 
harmful content. It requires a notice of decision 
to the user, the ability to compel a prompt 
review of the decision, and user notice of the 
reconsideration, including the ability to appeal 
to the new Digital Recourse Council.

This proposed wording regarding “all 
reasonable measures” may be construed 
by platforms as a requirement to proactively 
monitor or filter all content accessible to 
persons in Canada, even from non-Canadians. 
This would have far-reaching implications. 
The UN’s Special Rapporteur for Freedom of 
Opinion and Expression has criticized such 
general monitoring obligations as “inconsistent 
with the right to privacy and likely to amount 
to pre-publication censorship.”83 We believe 

this provision needs to be reworked to be 
more narrow in scope, or at the very least, 
provisions in the EU’s DSA should also be 
adapted, such as: “Nothing in this Regulation 
should be construed as an imposition of a 
general monitoring obligation or active fact-
finding obligation, or as a general obligation 
for providers to take proactive measures to 
relation to illegal content”84 and “The removal 
or disabling of access should be undertaken in 
the observance of the principle of freedom of 
expression.”85 Proposals have been advanced 
in the EU to clarify that monitoring obligations 
should only be enabled in specific cases, such 
as blocking content that is identical to content 
that has previously been declared unlawful.86 
The UK’s proposal also moves to limit proactive 
monitoring only to child sexual abuse and 
terrorist content; and requires all platforms to 
protect users’ right to freedom of expression 
within the law when deciding on, and 
implementing, safety policies and procedures.87

The proposed measures to ensure that 
monitoring obligations do not result in 
differential treatment or discrimination are 
positive features that somewhat mitigate 
risks. Consideration could be given to provide 
explicit authority to the new regulator to 
conduct independent audits of differential 
treatment. Cynthia Khoo’s Deplatforming 
Misogyny provides excellent insights into ways 
to achieve substantive equality with respect to 
content moderation, or the notion that people 
in different positions may have to be treated 
differently to achieve true equality, that should 
also be considered.88

The current proposal is also asymmetrical 
with respect to user content wrongfully 
removed compared to harmful content that 
remains accessible; there is no regulated 
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ability to appeal content removed or service 
suspended incorrectly under the platform’s 
terms and conditions. The ability to appeal 
decisions to remove content through platform 
measures or automated systems is left at the 
discretion of the platforms, whereas illegal 
content that remains accessible is subject to 
a series of reporting and appeal mechanisms. 
This asymmetry is likely to incentivize more 
aggressive proactive filtering, with implications 
for freedom of expression. To rebalance 
these incentives, the Government should also 
consider a complementary platform user 
notice and appeal mechanism for wrongful 
takedown or suspension of service and timely 
redress as is articulated in EU’s DSA Article 
17.3. It could also consider requiring that users 
receive notices regarding when their content 
has been filtered or moderated through 
automated means, and the right to request 
that the platform’s review of this decision be 
conducted through non-automated means.

Based on evidence to date, the 24-hour 
requirement for content decisions is likely 
to lead to over-censorship of non-harmful 
content.89 Even the Germany model only 
requires 24 hours for “manifestly unlawful” 
content and up to seven days to review 
other content.90 The EU’s DSA also has a 
mechanism for “trusted flaggers” to have the 
content flagged prioritized for moderation, 
which Canada may wish to model.91 We 
acknowledge the proposal already allows for 
regulatory flexibility in this regard, though we 
would advise explicit reference to 24 hours be 
removed. Instead, we would suggest the new 
regulator develop more precise requirements 
around the meaning of “expeditiously” in 
consultation with experts and stakeholders, 
and reflecting the reality of how this new law 
is implemented in Canada, including the 

effectiveness of the Recourse Council in providing 
guidance to platforms and improving democratic 
oversight of takedown decisions over time. The 
current proposal’s structure may enable this, 
but the Government may also wish to consider 
focusing timely removal on content with more 
reach for certain types of harmful content, or 
setting standards that aim to reduce the overall 
number of Canadians who see illegal content.

Finally, we would advise that a provision be 
explicitly added to ensure the user reporting and 
appeal mechanisms for illegal content are free of 
charge to the user throughout the process.

Key Recommendations:
5.	 Narrow the requirement for 

platforms to take “all reasonable 
measures” to identify harmful 
content, to avoid over-censorship 
and ensure wrongful takedown is 
appealable.

6.	 Ensure the length of time 
provided for content moderation 
decisions can evolve through 
regulatory changes.
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Law Enforcement Reporting 
Requirements

The Government describes its proposal for 
mandatory law enforcement reporting as an 
‘interplay’ between law enforcement and CSIS 
to identify public safety threats and prevent 
violence. The discussion guide acknowledges 
the limitations of content removal, suggesting 
that it may be counterproductive by potentially 
pushing threat actors to encrypted platforms 
and away from the visibility and reach of 
law enforcement, thus producing more 
unmoderated harmful content. Although 
the potential of user migration to encrypted 
services is certainly a real phenomenon, 
discussed further in our report Private 
Messaging, Public Harms, the Government’s 
proposal does not give due credence to the 
challenges and potential harms of mandatory 
reporting to law enforcement operating 
in conjunction with automated content 
monitoring and removal.

The Government proposes two potential 
models for requiring platforms to report 
harmful content to law enforcement:

a.	 when the platform has reasonable grounds 
to suspect the content reflects an imminent 
risk of serious harm to any person or to 
property; or

b.	 when the platform believes content is 
illegal within the prescribed criminal 
offences of the five harmful content 
categories.

The first approach is consistent with the EU’s 
DSA and many platforms’ existing practices. 
The second approach intertwines content 
moderation with mandatory reporting, is too 
discretionary for platforms to meaningfully 

carry out without creating additional harm 
and should be abandoned. This approach 
risks disproportionately impacting racialized, 
religious minorities, LGBTQ2S+ people and other 
marginalized groups who, as Suzy Dunn has 
identified, are particularly at risk of having their 
content removed either deliberately through 
individuals who maliciously flag content, or 
through content moderation systems that 
discriminate.92 Such groups could increasingly 
find themselves caught in a content removal-
policing nexus where their posts would be 
forwarded to law enforcement or CSIS for 
investigation, potentially unbeknownst even to the 
users themselves. The unintended consequences 
to free expression are not merely hypothetical. 
Google has challenged Germany’s recent and 
similar proposal for violating fundamental human 
rights.93 In addition, such an approach could 
undermine the equality-driven purpose of this 
legislation, causing more harm to racialized and 
marginalized groups. 

Even under the Government’s first more limited 
proposal, regulatory clarity should be provided 
regarding the definitions of “reasonable grounds 
to suspect” and “serious harm” or else this 
proposal still risks undermining freedom of 
expression and the right to be secure against 
unreasonable search and seizure.
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For example, the Electronic Frontier 
Foundation suggested in the EU context that 
user reports alone should not be sufficient to 
trigger obligations for reporting.94 Further, the 
subtext of this section seems focused on child 
sexual exploitation and terrorist content. We 
cannot foresee a scenario where automated 
filtering and reporting to law enforcement 
without victim consent of potential acts of 
hate speech or intimate images does not 
create more harm than good. We would urge 
considering limiting this section to be specific 
to the harmful content it intends to capture.

Platform Transparency 
Requirements

The Government’s proposal requires platforms 
to produce reports on a scheduled basis to the 
new regulator, providing Canada-specific data 
about several important elements, including:

•	 the volume and type of harmful content;
•	 the volume and type of content moderated;
•	 the volume and type of content that 

was accessible to persons in Canada in 
violation of their community guidelines; 
and

•	 platform's content moderation procedures, 
systems, resources and activities.

These are important transparency provisions, 
and we would recommend that the legislation 
clarify these reports should be publicly accessible 
in a manner that respects individual privacy. 
The proposed provision regarding content “in 
violation of their community guidelines” is well-
intentioned, though we think it would be clearer 
to replace "community guidelines" with "terms 
and conditions", as "community guidelines" is a 
term only used by some platforms. Splitting "the 
volume and type of content moderated" between 
automated and human moderation would also 
strengthen this provision. 

Mandated and audited transparency is among 
the most powerful platform governance tools that 
governments have. It would also be beneficial 
for these requirements to be built in cooperation 
with international allies, to ensure data can 
be compared to other countries to the extent 
possible, as well as leave regulatory flexibility for 
the new regulator to add additional transparency 
requirements that advance their overall 
mandate in consultation with experts, allies and 
stakeholders.

Key Recommendations:
7.	 Limit any requirements for 

mandatory platform reporting to 
law enforcement to cases where 
imminent risk of serious harm 
is reasonably suspected, and 
consider narrowing to only child 
sexual exploitation and terrorist 
content.

Key Recommendations:
8.	 Ensure platform transparency 

requirements are publicly 
accessible in a manner that 
respects individual privacy and 
work with international allies to 
ensure data comparability.
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New Regulators

The Government proposes to create a 
new regulatory body in the Digital Safety 
Commission to administer and enforce 
these requirements, as well as engage in 
partnerships, education outreach activities and 
research. It also proposes the establishment 
of the Digital Recourse Council to review and 
issue content moderation decisions, as well 
as an Advisory Board to support and advise 
the Commission and the Recourse Council. 
The Commissioner will have broad inspection 
and enforcement powers, including the ability 
to recommend fines of up to the greater of 3% 
of global revenue or $10 million to the body 
responsible for administering privacy violations, 
or to refer fines to prosecutors of up to 5% of 
global revenue or $25 million. 

The design of the regulatory and oversight 
bodies seems fit for purpose, though of course 
the devil will be in the details of how these new 
bodies are implemented, adequately resourced, 
and use their authorities. For example, there 
may be considerable complaint volume at the 
Recourse Council, so we wonder if it would 
be best to leave the maximum number of 
members (currently prescribed as five) as 
flexible in the regulations.

It is worth noting that the functions of the 
Digital Safety Commission seem deliberately 
broader than just the five prescribed types 
of harmful content, which is positive and will 
hopefully allow the Commission to engage in 
partnerships and research on broader issues 
of digital safety not yet in scope for regulatory 
action (e.g., disinformation harmful to public 
safety, synthetic media or automated/bot 
content labelling, ad transparency, doxing, 
algorithmic transparency, etc.). It would also 

seem to enable the Digital Safety Commissioner 
to engage in partnerships with civil society 
and international allies; one could envision 
investigations or partnerships with European and 
Australian digital commissioners on matters of 
joint interest.

The broad inspection powers proposed for the 
Commission may satisfy this, but the Government 
may consider adopting the more specific 
provisions in the EU’s DSA Article 31 to compel 
very large platforms (defined as more than 10% 
of the population or 450 million monthly active 
users) to cooperate with independent research, 
including providing data to vetted academic 
researchers, and specific data security and 
confidentiality requirements, including provisions 
relating to trade secrets.95 These EU provisions 
are world-leading and the Government should 
ensure Canadian researchers can similarly 
engage in a better understanding of online 
platforms.

The Government should also consider mirroring 
the EU’s DSA Articles 26 and 27, that requires 
very large platforms to annually review and 
put in place mitigation measures for their 
systemic risks in: the dissemination of illegal 
content; any negative effects for the exercise 
of the fundamental rights and freedoms; and 
intentional manipulation of their service with 
effects on the protection of public health, 
minors, civic discourse, electoral processes 
and public security.96 These provisions enable 
their Commission to produce an annual report 
with the most prominent and recurrent systemic 
risks and best practices for mitigation. Like 
in the financial services industry, compelling 
companies to review their potential risks to 
society can be a powerful tool for mitigation.
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Website Blocking

The Government’s proposal also enables the 
Commissioner to apply to the Federal Court for 
an order to block access to a platform, in whole 
or in part, that demonstrates persistent non-
compliance with orders regarding child sexual 
exploitation or terrorist content. Site-blocking 
powers have understandably been met with 
significant criticism by internet service providers 
and civil society organizations for censorship, 
impairing individual liberty, and potentially 
exacerbating harm against the marginalized 
populations that the law in part seeks to 
protect.97 This proposed power requiring judicial 
authorization is quite prescribed, though it 
is worth noting that Germany and the EU’s 
approach do not contain this power relying 
on monetary penalties;98, 99 and Australia only 
has site-blocking powers for time-limited viral 
distribution of terrorist content in response to the 
Christchurch Call.100 The Government may also 
wish to review the UK’s proposed approach, 
which enables blocking of ‘ancillary’ services, 
such as payment processing, advertising 
services and search results for a site, as a 
means to pressure compliance before outright 
blocking.101, 102 

It is not clear that this measure is necessary, 
effective and proportionate, given that 

major platforms increasingly appear to be in 
compliance with removal requirements for 
unlawful content. For example, in an evaluation of 
the European Commission’s Code of Conduct on 
countering illegal hate speech online, companies 
removed on average 70% of illegal hate speech 
notified to them, with companies meeting the set 
target of reviewing the majority of notifications 
within 24 hours, reaching an average of more 
than 81% (and figures for both have steadily 
increased with each evaluation).103

Recognizing that the existing provision allows for 
site blocking to be “in part”, many of the platforms 
proposed to be in scope host far more legal 
expression than illegal, so enabling site-blocking 
only of platforms where the majority or significant 
proportion of content is non-compliant could also 
be a way to narrow scope and mitigate Charter 
scrutiny.

Key Recommendations:
10.	Remove or significantly narrow 

the ability to block access to 
platforms for non-compliance.

Key Recommendations:
9.	 Require larger platforms to 

cooperate with independent 
researchers, and annually review 
and mitigate their systemic risks.
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Three anonymous online surveys were conducted 
with random samples of research study panelists in 
Canada to better understand Canadians’ views on 
online harms and regulation:

	 2019: 3,000 Canadian residents aged 18 	
	 and over from August 1-7, 2019 conducted 	
	 by Abacus Data from a set of panels based 	
	 on the Lucid exchange platform and Leger 	
	 panel.

	 2020: 2,000 Canadian residents aged 		
	 18 and over from May 14-22, 2020 		
	 conducted by Pollara Strategic Insights 	
	 using the AskingCanadians panel.

	 2021: 2,500 Canadian residents aged 16 	
	 and over from March 17-22, 2021 		
	 conducted by Abacus Data from a set of 	
	 panels based on the Lucid exchange 		
	 platform.

Methodology
Response quotas were set and the data were 
weighted according to the latest Canadian census 
data to ensure that the sample matched Canada’s 
population according to age, gender, educational 
attainment and region. Totals may not add up to 
100 due to rounding. As a guideline, a probability 
sample of this size would yield results accurate to 
± 2 percentage points, 19 times out of 20.

The 2019 survey was supported by the 
Governments of Canada and Ontario. The 2020 
survey was supported by RBC. The 2021 survey was 
supported by RBC and the Government of Canada.
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Survey Questions
Figure 1: Which best describes 
how often do you do the following?
•	 About once an hour	  
•	 A few times a day	
•	 Daily	
•	 A couple times a week
•	 Once a week
•	 Once every few weeks
•	 A few times a year
•	 I don’t do this/use this service
•	 Unsure/don’t know

a.	 Watch news on TV
b.	 Listen to the news on the radio
c.	 Listen to a podcast
d.	 Visit a news website	
e.	 Open a news app on your 

mobile device		
f.	 Read something on 

Wikipedia	
g.	 Read a print newspaper
h.	 Read a print magazine	
i.	 Use Google Search
j.	 Use Google News
k.	 Use Facebook Newsfeed
l.	 Use Facebook Messenger
m.	 Use LinkedIn		
n.	 Use Instagram
o.	 Use Pinterest
p.	 Use Reddit
q.	 Use Snapchat
r.	 Use Tumblr
s.	 Use Twitter
t.	 Use WeChat
u.	 Use WhatsApp		
v.	 Watch something on YouTube

Figure 2: Have you used any of the 
following messaging apps in the 
last year?
•	 Yes
•	 No
•	 Don’t know or prefer not to say

a.	 WhatsApp
b.	 Facebook Messenger
c.	 WeChat/Weixin
d.	 Telegram
e.	 Signal 
f.	 Snapchat
g.	 Direct messages on 		

Instagram
[Viber/imo/Weibo]*
[LINE/Discord/Clubhouse]*
[QQ/Direct messages on Twitter/
Direct messages on TikTok]*
* Survey respondents split into 
three and each asked one of each

Figures 3 and 4: Which of the 
following do you use to stay up-
to-date with the news or current 
events? (select all that apply)
a.	 An email newsletter
b.	 Messages from friends, 		

family or colleagues 	
(e.g., text, WhatsApp, Facebook 
Messenger)

c.	 TV
d.	 Radio
e.	 Podcasts
f.	 Print newspapers
g.	 Print magazines
h.	 News websites
i.	 News alerts on my mobile 

device
j.	 Search engine (e.g., Google, 

Bing, etc.)
k.	 Facebook

l.	 Instagram
m.	 Reddit
n.	 LinkedIn
o.	 Twitter
p.	 YouTube

Figure 5: Thinking of any online 
sources for news or political 
information (websites, Facebook, 
Twitter, Instagram, news apps, 
etc.), how often do you think you 
encounter the following? 
•	 Every day
•	 A few times a week
•	 Once a week
•	 A few times a month
•	 Once a month
•	 Less than once a month
•	 Never
•	 Unsure/don’t know

a.	 Deliberately false information
b.	 Accidentally false information
c.	 Deliberately misleading or 

biased information
d.	 Accidentally misleading or 

biased information
e.	 Deliberately inflammatory or 

divisive content
f.	 Accidentally inflammatory or 

divisive content
g.	 Something you would consider 

hate speech
h.	 Something you would consider 

racist content
i.	 Something you would consider 

sexist content
j.	 Something you would consider 

violent content
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Figure 6: Proportion of respondents 
to question in Figure 5 who chose 
Facebook/YouTube/Twitter in 
question to Figures 3 and 4

Figure 7: [only asked to those who 
indicated using at least one private 
messaging app] Thinking about 
all the messaging apps you use, 
how often do you think you receive 
messages, including links, images 
or videos, that contain what you 
would consider:
•	 Every day
•	 A few times a week
•	 A few times a month
•	 A few times a year
•	 Never
•	 Don’t know or prefer not to say

a.	 Information about the news 
or current events that you 
immediately suspect to be 
false

b.	 Information about the news or 
current events that you believe 
to be true and later find out is 
at least partly false

c.	 Hate speech that wilfully 
promotes hatred against an 
identifiable group

d.	 Harassment or bullying
e.	 A scam (e.g., phishing to 

provide personal information or 
to download malware)

f.	 Promoting or encouraging 
violence

Figure 8: Question from Figure 5, in 
addition to: Which of the following 
actions have you done?
•	 Yes
•	 No
•	 I think so
•	 Unsure

a.	 Fact checked a post about the 
news on a different site

b.	 Blocked or muted an account 
or phrase

c.	 Reported or flagged an 
account or post for hateful 
content

d.	 Reported or flagged an 
account for being fake/
automated

e.	 Reported or flagged a post for 
being false

f.	 Downloaded an ad-blocker or 
privacy app to track data being 
shared with third parties

g.	 Change the settings on each 
app/platform so that your 
profile is less public

Do you consider yourself a 
member of a visible minority / 
racialized community?

Figure 9: Below we have a list of 
specific companies or services. 
We want you to think about 
whether each of these make 
decisions that you consider to be 
in the best interest of the public, 
and others that you consider to 
care less about what is in the best 
interest of the public.
On a scale of 1-9, where 1 means 
you have no trust at all and 9 
means you have a high degree of 
trust, how do you feel about each 
of the following when it comes 
to trusting them to act in the best 
interest of the public:
a.	 Amazon
b.	 Apple
c.	 Bell Canada
d.	 CBC / Radio-Canada [split 

outside/inside of Quebec; 
n=1,854/597]

e.	 National Post / La Presse [split 
outside/inside of Quebec]

f.	 CTV/TVA [split outside/inside of 
Quebec]

g.	 Toronto Star / Le Journal de 
Montreal [split outside/inside of 
Quebec]

h.	 Facebook
i.	 Globe and Mail
j.	 Global News
k.	 Google (Alphabet Inc.)
l.	 Imperial Oil / Shell Canada 

[split sample; n=1,168/1,283]
m.	 Instagram
n.	 Microsoft
o.	 Tim Hortons
p.	 TikTok
q.	 Twitter
r.	 Wikipedia
s.	 WhatsApp
t.	 YouTube

Figure 10: Below is a list of 
organizations that often handle 
data about Canadians. How much 
do you trust these organizations to 
keep your personal data secure? 
Rate on a scale of 0 to 10, with 0 
being "Do not trust at all” and 10 
being “Completely trust”. 
a.	 The federal government
b.	 Your provincial government
c.	 Your municipal government
d.	 Health care providers (e.g., 

hospitals, doctors)
e.	 The police
f.	 Banks
g.	 Telecommunication providers 

(e.g., Bell, Rogers, Telus)
h.	 Apple
i.	 Facebook
j.	 Google
k.	 Microsoft
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Figure 11: Please indicate which of 
the following best describes your 
perspective:
a.	 Protecting freedom of 

expression is more important 
than regulating speech online.

b.	 Reducing the amount of hate 
speech, harassment and false 
information online is more 
important than free expression.

a.	 Social media platforms should 
be held responsible when they 
allow posting of inaccurate 
or illegal content in the same 
way that news media are held 
responsible.

b.	 People who post inaccurate 
or illegal content on social 
media platforms should be held 
responsible, not the platforms.

a.	 Government should intervene 
in social media companies to 
require the companies to fix the 
problems they have created in 
our political system.

b.	 Government should have no role 
in intervening in social media 
companies.

Figure 12: There have been a 
number of actions proposed to 
address some of the challenges 
with social media today. For each 
of the following, would you say 
you strongly support, somewhat 
support, are neutral, somewhat 
don’t support or strongly don’t 
support:
a.	 Requiring platforms to delete 

accounts that intentionally 
spread disinformation

b.	 Requiring platforms to delete 
accounts that impersonate 
others

c.	 Requiring platforms to delete 
illegal content in a timely 
manner, like hate speech, 
harassment and incitement of 
violence

d.	 Requiring platforms to develop 
third-party fact-checking 
verification of news and 
warning users when something 
is not true

e.	 Requiring that users be able to 
control how their social media 
feeds are presented to them, 
such as chronologically

f.	 Increasing digital and 
media literacy education for 
Canadians

g.	 Increasing public subsidies 
for journalism and public 
broadcasting

h.	 Requiring that automated 
content or bot accounts be 
banned

i.	 Requiring platforms identify 
paid promoted content and its 
source

j.	 Requiring a public database 
of social media content by 
political parties or registered 
third parties

k.	 Banning targeted online 
advertisements during an 
election period

l.	 Requiring that links be clicked 
on before they can be shared

m.	 Breaking up big social media 
companies like Facebook into 
smaller entities

If the Canadian government 
were to introduce some of 
these actions and they had the 
following impacts on Facebook’s 
operations (which includes 
Facebook, Messenger, Instagram 
and WhatsApp), would this make 
you much more, somewhat more, 
somewhat less, or much less 
supportive of the government 
getting involved? If it would have 
no impact, please say so.
•	 Much more supportive
•	 Somewhat more supportive
•	 No impact
•	 Somewhat less supportive
•	 Much less supportive
•	 Don’t know or prefer not to say

a.	 Facebook shutting down 
operations in Canada

b.	 Facebook charging a monthly 
$5 fee in order to operate in 
Canada

c.	 Facebook delaying your posts 
by a few minutes to review the 
content
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