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Cybersecure Policy Exchange 
The Cybersecure Policy Exchange (CPX) is a new initiative dedicated to advancing 

effective and innovative public policy in cybersecurity and digital privacy, powered by 
RBC through Rogers Cybersecure Catalyst and the Ryerson Leadership Lab. Our goal is to 
broaden and deepen the debate and discussion of cybersecurity and digital privacy policy 
in Canada, and to create and advance innovative policy responses, from idea generation 

to implementation.

Rogers Cybersecure Catalyst 
Rogers Cybersecure Catalyst is Ryerson University’s national centre for innovation and 
collaboration in cybersecurity. The Catalyst works closely with the private and public 

sectors and academic institutions to help Canadians and Canadian businesses tackle the 
challenges and seize the opportunities of cybersecurity. Based in Brampton, the Catalyst 
delivers training; commercial acceleration programming; support for applied R&D; and 

public education and policy development, all in cybersecurity.

Ryerson Leadership Lab
The Ryerson Leadership Lab is an action-oriented think tank at Ryerson University that 

develops leaders and solutions to make progress on our most pressing civic challenges. 
Through research and policy activation, leadership development, and civic convening, the 

Leadership Lab is building a new generation of skilled and adaptive leaders, at all ages 
and stages, to build a more trustworthy, inclusive society.

This initiative is made possible by the generous contributions of Royal Bank of Canada, 
which enable our team to independently investigate pressing public policy issues related 

to cybersecurity and digital privacy. We are committed to publishing objective findings and 
ensuring transparency by declaring the sponsors of our work.
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Canadians are facing unprecedented attacks on their digital security and privacy, and new 
threats continue to emerge. Our new research finds that a majority (57%) of Canadians report 
being the victim of a cybercrime. 

As the technological landscape is rapidly changing, there is an urgent need to address 
the security and privacy risks and vulnerabilities facing Canadians online. To do so, our 
governments, our public and private institutions, and all Canadians, must demonstrate 
leadership, to ensure that we create and implement balanced public policy that will drive 
innovation while responsibly protecting Canadians. 

That’s why we launched the Cybersecure Policy Exchange (CPX). The goal of CPX is to 
broaden and deepen the debate and discussion of cybersecurity and digital privacy policy 
in Canada, and to create and advance innovative policy responses, from idea generation to 
implementation.

We are launching our CPX agenda with this report, which includes the results of a 
representative survey of 2,000 Canadians conducted in mid-May 2020. The survey sought to 
understand Canadians’ experiences, choices and priorities toward their cybersecurity and 
digital privacy. In this report, we share some of our findings on three high-impact technologies 
that will be the immediate focus of the CPX agenda:

Social Media Platforms: What policy changes are needed to ensure that social 
media platforms uphold the privacy and security standards that Canadian 
citizens and businesses expect?

• Just 15% of Canadians trust Facebook to keep their data secure.

Internet of Things (IoT): How should government and industry share responsibility 
to ensure the safety and security of all Canadians and Canadian businesses 
using physical devices connected to the Internet?

• 68% of Canadians have at least one smart device in their home.

Biometrics: How can policy change protect the privacy and security of 
Canadians in the deployment of biometric technologies, like facial recognition?

• 41% of Canadians are uncomfortable with being captured by camera-
enabled doorbells like Amazon’s Ring, with 15% supporting a ban on these 
products.

Cybersecurity and digital privacy are not just technical matters that should only concern 
experts. They must be matters of vital importance to all Canadians. We look forward to 
advancing a cybersecure Canada together.

Executive Summary
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Cybersecurity and digital privacy are some of the most 
pressing challenges facing our modern world. 

In this report, we lay out our immediate areas of focus 
for the new Cybersecure Policy Exchange (CPX); explain 
what these technologies are; share our most up-to-date 
understanding of the challenges that each presents to 
Canadians; and share new research on Canadians’ use 
of, and attitudes toward, these technologies.

This report marks the launch of our plans to actively 
support and convene public engagement and policy 
development through research and close engagement 
with government, academia, industry and civic institutions 
on each of these urgent challenges.

Intent of this Report
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Canadians are experiencing unprecedented 
challenges facing their digital security and 
privacy, and new threats continue to emerge. 

As we increasingly live our lives online, 
cybersecurity and digital privacy — ensuring 
the confidentiality and integrity of our 
information and information systems — have 
emerged as key challenges of our time.

From cybercriminals, to insider threats to 
nation-states, the volume and sophistication 
of actors attempting to exploit vulnerabilities to 
gain or disrupt access to our digital systems is 
growing. Our increasing reliance on networked 
technologies is accelerating this trend. More 
social media platforms, smart devices and 
biometric technologies are emerging. The 
COVID-19 pandemic has moved so much of 
daily life online, from birthday parties to the 
monitoring of key systems.

These challenges impact the most intimate 
details of our personal, financial and work 
lives that are captured online, including our 
ideas, our photos and our identities. They 
also influence our democracy and our most 
complex systems — infrastructure, health 
care and education — and how governments, 
citizens and businesses engage with 
each other. More access points, increased 
connectivity, and therefore more opportunities 
for threats to target weak spots.

Cybersecurity impacts the everyday lives 
of Canadians — in fact, a majority (57%) of 
Canadians report having been the victim of a 
cybercrime. This is a significant increase from 
2017 when 36% of Canadians reported being 
the target of a cybercrime attempt.1 Moreover, 
internet users around the world are reporting 
greater levels of concern about their online 
privacy than they were a year ago.2

As we have witnessed with the COVID-19 
pandemic, shocks to our public health and 
economy, and the resulting policy changes, 
also have profound implications for our digital 
security and privacy — whether it be the 
security of the video conferencing services 
we now rely on, or the privacy implications of 
technologies aimed at tracking the spread of 
the virus.

Cybersecurity and digital privacy are matters 
of vital importance to all Canadians, as their 
impacts are felt at individual and collective 
levels. 

Together, we can create and implement 
balanced public policy in cybersecurity and 
digital privacy that will drive innovation while 
protecting Canadian society.

That’s why we launched the Cybersecure 
Policy Exchange.

Introduction

have been a victim of phishinghave been a victim of phishing

Canadians’ Self-Reported Cybercrime 
Experiences

6 Advancing a Cybersecure Canada | Cybersecure Policy Exchange



Amidst physical distancing, Canadians are 
using online technologies in record numbers 
— from banking, to video calls, to doctor’s 
appointments.3,4 When asked which activities 
they have done online during the first two 
months of physical distancing, Canadians said:

Canadians More Connected Than 
Ever During COVID-19

The Cybersecure Policy Exchange will:

• Engage Canadians through webinars, 
public workshops, roundtables and 
other events; and

• Actively support policy development 
through research and close 
engagement with government, 
academia, industry and civic 
institutions.

In this paper, we highlight three high-impact 
technologies that need specific attention 
from policy-makers, industry, public sector 
institutions, civil society and the public. 
Each has its own set of features that attract 
attention from those who threaten the security 
and privacy of Canadians online. 

In our work throughout the coming year, 
we will put forward public policy research, 
approaches and recommendations that 
relate to these three technologies:

1. Social Media Platforms: Online 
platforms that enable users to connect 
and share user-generated content.

2. The Internet of Things: Physical 
networked devices connected to the 
Internet, from consumer electronics 
to larger industrial and infrastructure 
applications.

3. Biometrics: Technologies that measure 
and analyze a person’s physical or 
behavioural attributes to recognize 
or confirm identities, such as facial 
recognition.

Areas of Focus

Online News
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Considerable attention has been paid 
to the merits of “technology-specific” or 
“technology-neutral” approaches to public 
policy governance and regulation.5 Most 
notable privacy laws, including Canada’s, 
aim to be technology-neutral and principles-
based, a feature that some highlight as a 
strength to maintain relevance through waves 
of technological change.6 But many of these 
laws, which were drafted in the 1990s and early 
2000s, are now often insufficient in the face of 
new technologies to guard the public interest.7 

There are good reasons to start with some 
commonly-used and high-impact technologies 
when it comes to public policy related to 
cybersecurity and digital security. Each of the 
three areas we have chosen focuses on a 
different set of relationships and therefore a 
different set of public policy challenges and 
potential solutions.

For social media, it is the relationships among 
people – and sometimes institutions – that are 
mediated by the technology. 

Security and Data Governance in Canada
Data are the currency that underpin the technologies discussed in this paper. Whether it is the social media links you click 
on, the voice commands on your smart devices, or the scan of your fingerprints at the airport, data about us are collected, 
processed and shared at almost every minute of the day. Because of this, all of CPX’s work will have to consider questions 
about the security and privacy of the data governance regulations that facilitate responsible adoption of new technologies. 
These include, but are not limited to: retention, minimization, security, storage, purpose, limitation and accountability.8

Data governance in Canada is currently outlined in two key federal pieces of legislation: the Personal Information 
Protection and Electronic Documents Act (PIPEDA, 2007) for commercial activity and the Privacy Act (1983) for federal 
government agencies. Each governs how organizations collect, use and disclose personal information, providing 
individuals the rights to access and correct their personal information, to ensure it remains secure and only used for the 
reasons for which they provide informed consent. The Office of the Privacy Commissioner of Canada (OPC) is responsible 
for investigating complaints that infringe either Act, though does not have direct enforcement tools; the OPC is able to 
provide recommendations or apply to the Federal Court to seek compliance orders. 

Equally important legislation exists in each province and territory, governing provincial agencies, municipalities, personal 
health information and some elements of the private sector.9 Digital technologies can also be regulated under consumer 
protection legislation, such as if they pose unreasonable hazards to human health and safety. 

Given the rapid development of new technologies and their subsequent increased privacy risks in the 21st century, 
the federal government began a consultation in 2018 to amend Canada’s legislation to bring it inline with global best 
practices.10, 11 Canada also released its Digital Charter in 2019, presenting 10 principles to “help guide the federal 
government’s work to help address challenges and leverage Canada’s unique talents and strengths in order to harness the 
power of digital and data transformation.”12 The principles included:

• Safety and Security: Canadians will be able to rely on the integrity, authenticity and security of the services they use 
and should feel safe online.

• Control and Consent: Canadians will have control over what data they are sharing, who is using their personal data 
and for what purposes, and know that their privacy is protected.

• Strong Democracy: The Government of Canada will defend freedom of expression and protect against online 
threats and disinformation designed to undermine the integrity of elections and democratic institutions.
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The Internet of Things governs the relationship 
between and among devices, with a wide 
range of end users. Biometrics are primarily 
used to facilitate relationships between 
people and their institutions and devices, 
often for reasons of identification and 
authentication.

We will seek to advance public policy 
solutions to the privacy and security 
challenges of each of these technologies, 
while also understanding and explaining 
their common elements of public policy — 
where we discover them, in the ways they 
relate to other horizontal technologies such 
as machine learning and AI,13 and where 
they are already known to exist (for example, 
in relation to any proposed amendments to 
Canadian privacy legislation). Moreover, we 
will work to help Canadians understand their 
rights and responsibilities as they relate to 
these technologies, based on a value system 
with a single, clarion call — the responsible 
governance of technology to protect 
Canadians’ security and privacy.

We will also seek to better understand and 
propose solutions for the privacy and security 
implications of these technologies across the 
variety of circumstances facing differently-
situated Canadians. One example is the 
unequal access to digital services across 
lines of income, race, geography and age.14  
The digital divide is an example of the deep 
challenges experienced by many Canadians, 
exacerbated by the current COVID-19 
pandemic; short-cuts to reduce the impact of 
this divide, like the provision of less expensive 
and less secure devices or the use of free 
software applications, can put the security 
and privacy of some Canadians at greater 
risk.15

Our work will be guided 
by these core principles:

• Responsible technology governance 
is a key to Canadians’ cybersecurity 
and digital privacy.

• Complex technology challenges call 
for original insights and innovative 
policy solutions.

• Canadians’ opinions matter, and 
must inform every discussion of 
technology policy.

• Cybersecurity needs to explained 
and made relevant to Canadians, 
and cannot be relegated to 
language and concepts accessible 
only to experts.

• Canadian institutions matter, 
and must evolve to meet new 
cybersecurity and digital privacy 
risks to maintain the public trust.

• Harms, inequities and injustices 
arising from the unequal use or 
application of technology must be 
confronted, wherever they exist or 
could arise.

“Regulating technology companies 
in the name of protecting individuals’ 

privacy and security will mean that 
we slow down innovation and hurt our 

economy.”
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Cybersecurity is the preservation — through policy, technology, and 
education — of the availability, confidentiality and integrity of information 
and its underlying infrastructure.16

Digital privacy is being free from unauthorized access, surveillance 
or interference to your information that is collected or processed by 
technology.

Digital privacy and security are distinct but interrelated concepts. They 
perhaps can best be understood through a metaphor: if you picture your 
online presence as a home, your privacy would be the curtains on your 
windows, and security is represented by the locks on your doors. Open 
curtains can tempt onlookers to try and enter. Locks can help prevent 
them from doing so. Neither closed curtains nor locked doors prevent 
entry alone, but they support one another to keep a home safe.

Standards are established rules or technical requirements for technology, 
distinct from laws and regulations, that can support interoperability, 
compatibility and safety.

Platform, action and network are three factors that combine to determine 
cybersecurity and digital privacy implications of online activity. 

• Platform refers to where an action is taking place. This includes 
different websites or apps, as well as the underlying operating 
systems of devices, for example iOS or Android. 

• Action means what you are doing, for example: sending a message, 
posting a photo, sending money or entering a password. 

• Network refers to how the device is connected to the 
 internet, for example public Wi-Fi, private Wi-Fi  
or a cellular data plan. 

Every online activity combines platform, action  
and network; and each unique combination of  
these factors carries distinct cybersecurity and  
digital privacy implications.    

Key Concepts
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Social media platforms have opened up new 
ways for us to connect, share and learn, but 
they have also introduced new cybersecurity 
and digital privacy challenges.

Perhaps most famously, the Cambridge 
Analytica scandal highlighted how the data 
sharing and collection techniques of social 
media platforms can lead to deeply troubling 
outcomes. While Cambridge Analytica was 
not a “hack” in the conventional sense, it was 
a failure of data governance that led to the 
unauthorized release of 50 million people’s 
personal information provided to Facebook.17

Amidst this and other scandals, trust in many 
of the largest social media platforms has 
been eroding in recent years.18  Our survey 
reveals that trust in major institutions, such as 
governments, banks and health care providers, 
to keep Canadians’ personal data secure is 
relatively strong, while Facebook had the trust 
of less than one in six Canadians.

Cybercriminals are increasingly focusing their 
resources on social media platforms, as these 
data-rich environments represent a significant 
“bang for the buck” in terms of time and 
resources. Reported crimes involving social 
media have more than quadrupled in the last 
five years in both the U.S. and UK,19 and a 2019 
report found that over half of all social media 
log-in traffic was illegitimate.20

There are numerous forms of criminal 
behaviour conducted through these platforms, 
ranging from fraud, identity theft, exploitation, 
harassment, hate speech, gender-based 
violence, election interference, and incitement 
to violence and terrorism. 

The need for better policy to ensure the security 
and privacy of social media users has been 
one of the most prominent discussions in 
technology policy over the last few years.21 
For example, there has been a long and 
heated debate in several countries, including 

     Social Media Platforms
Canadians’ Trust to Keep Personal 
Data Secure

health care providers

banks

police

federal government

provincial governments

municipal governments

telecommunication providers

Apple

Microsoft

Google

Facebook
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in Canada,22 over the encryption of private 
messages on social media platforms. U.S. 
authorities are seeking legislation to require 
companies such as Apple, Google and 
Facebook to use encryption standards that 
allow access to private messages for law 
enforcement.23 The debate between federal 
authorities and Silicon Valley continued 
recently, when President Trump signed an 
executive order in May 2020 calling for limits to 
the current legal liability protections that social 
media companies have for the content that 
they host.24

In a 2019 white paper, the Canadian 
government raised questions about how 
privacy regulation should better incorporate 

concerns about social media platforms, 
such as requirements for the de-indexing of 
information (similar to the EU’s Right to be 
Forgotten), but relatively little movement toward 
a clear policy or legislative approach has taken 
shape to date.25 The issues are complicated by 
the presence of firms with global operations 
and a lack of international governance regimes 
for the platforms.26

What We Plan to Answer: What policy 
changes are needed to ensure that 
social media platforms uphold the 
privacy and security standards that 
Canadian citizens and businesses 
expect? 

Zoom-Bombing: The new threat during COVID-19 
The rapid move to online learning and remote work have contributed to a surge in video conferencing, in 
particular through the platform Zoom.27 And with it has come a new phenomenon known as “Zoom-bombing” 
where video conferences are interrupted by uninvited guests or hackers who yell profanities or display 
inappropriate or offensive images.28

Zoom-bombing became such a widespread issue that the FBI deemed the act a form of cybercrime that 
should be reported to law enforcement agencies. A study by Ryerson University’s Infoscape Research Lab 
found that a significant percentage of Zoom-bombings contain racist, misogynistic, homophobic and other 
objectionable content — often directed toward female teachers using the platform.29

And it’s not just Zoom. Other video conferencing platforms are also vulnerable to attacks, including Google 
Classroom and Skype.30, 31 In the U.S., the FBI is warning that public schools relying on remote learning during 
the pandemic should expect a surge in cyberattacks, due to increased reliance on technology and limited 
resources to protect sensitive student data.32 The rapid adoption of video conferencing during the pandemic 
has had companies and institutions scrambling to make their systems more secure. In any online environment 
that scales up quickly, fixes do not always keep pace with the new threats.
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The proliferation of the Internet of Things 
(IoT) is increasingly blurring the line between 
threats in the online and offline worlds. As 
more connected devices enter our homes, 
neighbourhoods — and even our bodies 
— cybersecurity risks take on even greater 
importance. 

With multiple IoT devices often centrally 
connected through our mobile phones, 
consumers and businesses may unknowingly 
increase vulnerabilities to their entire network. 
Between 2015 and 2018, the number of IoT 
devices more than doubled globally from 3.8 
billion to 8.3 billion, and is forecast to reach 21.3 
billion by 2025.33 

Canada is not exempt from this trend. Our 
survey found that 68% of Canadians have at 
least one IoT device in their home, 38% have at 
least two devices and 20% have three or more. 
Nearly half of Canadians have an internet-
connected television and 26% have a smart 
speaker or voice-operated assistant. This is 
also an area where the digital divide comes 
into stark relief — 51% of Canadian households 
with incomes under $50,000 have at least one 
IoT device, compared to 82% for those with 
incomes of $100,000 or more (see Table 6).

We can loosely categorize IoT-related 
cybersecurity into the macro and the micro. 
The macro category captures the risks and 

     Internet of Things

Proportion of Canadians with these 
Internet-connected Devices in their 
Household

48%
Internet-connected

 television

4%
Smart door locks

7%
Camera doorbell

26%
Smart speaker or 
voice-operated 
assistant

12%
Smart thermostat

9%
Internet-connected

light bulbs

28%
Smart watch or Fitbit

4%
Internet-connected 

appliance

9%
Internet-connected 

home security system
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vulnerabilities of large-scale infrastructure 
systems that are networked and utilize sensor 
inputs for their operations. This includes the 
management of sensor data from complex 
devices in areas such as health care, 
energy systems and so-called “smart city” 
technologies that include traffic measurement,
waste and water management, and 
streetlights.39

A recent and dramatic example of the risk 
facing these systems was the WannaCry 
ransomware cyberattack that affected the UK’s 
National Health Service (NHS) in 2017. 

The attack shut down thousands of computers 
with demands for ransom payments, but also 
attacked IoT medical devices such as devices 
used for MRIs. The Department of Health 
estimated the attack cost the NHS £92M and 
led to the cancellation of 19,000 medical 
appointments.40

Ransomware and phishing schemes are just 
the most observable threats. Institutions in 
Canada, especially provincial and municipal 
orders of government and public sector 
organizations that run crucial systems that 
Canadians rely on, have systems that are 
highly exposed.41

Cyber Vulnerabilities for Racialized Communities 
In the study of CPX’s three areas of focus, each area presents unique challenges for racialized Canadians, 
particularly Black and Indigenous communities. This is an under-researched area in Canada that we hope to 
collaborate with others to address; Ruha Benjamin at Princeton University describes this phenomenon as “‘the 
New Jim Code’: the employment of new technologies that reflect and reproduce existing inequities but that are 
promoted and perceived as more objective or progressive than the discriminatory systems of a previous era.”34

Social media algorithms can reinforce existing biases such that they fuel extremist sentiments, particularly 
against racialized or religious communities. The resulting information silos can then be infiltrated by nefarious 
actors, as illustrated through the Russian information operations targeting the Black Lives Matter movement in 
2016.35 However, extremist sentiments that are fueled online can also translate into hate crimes in the physical 
world, as evidenced by violent attacks such as the Québec City mosque shooting in 2017.36

This paper highlights the Internet of Things technology, the Amazon Ring doorbell, that can be used to flag 
suspicious activity on neighbourhood doorsteps. This pairing of IoT with cameras that collect biometric data 
enables devices to profile people based on an algorithmic threat assessment. A review of Ring’s technology 
and the Neighbors app found that its algorithm most often flagged people of colour as being suspicious.37    

Biometrics are particularly prone to bias. A U.S. study reviewed 189 facial recognition algorithms from 99 
developers and found that almost all were more likely to inaccurately flag (present a “false positive” for a 
negative characteristic) non-white faces.38 Inaccurate flags from biased algorithms can affect everything from 
finding a job or renting an apartment, to accessing financial services such as insurance.
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The micro category represents the more direct 
networked interactions consumers make with 
purchased or installed devices; this covers 
smart home technologies, such as digital locks, 
virtual assistant speakers, fitness trackers and 
connected toys.

The diverse and widespread nature of IoT 
devices creates entirely new categories 
of cybersecurity risks that can have more 
direct physical impacts than ever before.42 
In our survey, just 26% of those with a voice-
operated assistant said they have restricted the 
information it can access through its settings. 
With the pace and low cost of producing these 
devices, there can also be little incentive for 
manufacturers to update their security firmware 
for these products. 

Another crucial issue with smart homes is that, 
when more devices are added to a network, 
it becomes more likely that a device with a 
security flaw may be exploited as an entry point 
to access all the connected devices within our 
homes. While laptops or mobile phones may 
be relatively more secure, the same security 
standards may not be present in smart light 
bulbs (which can cost as little as $10). For 
example, in 2017, hackers accessed the entire 
database of a casino through an unsecure IoT 
fish tank thermostat that was connected to their 
network.43

With networking capabilities being built into 
everything from glucose sensors embedded in 
the skin of a diabetes patient, through to voice-
powered microwaves and critical national 
energy infrastructure, IoT devices are becoming 
key battlegrounds for the future of our 
cybersecurity and have received insufficient 
policy attention.44, 45, 46 The federal government 
released The Internet of Things Toolkit for Small 
and Medium Businesses in 2017, but proactive 
policy and regulation for manufacturers and 
institutions producing and managing IoT 
devices have not been forthcoming.

What We Plan to Answer: How 
should government and industry 
share responsibility to ensure the 
safety and security of all Canadians 
and Canadian businesses using IoT 
devices?
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Few emerging areas of technology have 
proven more controversial than biometrics, 
which includes a range of devices, techniques 
and systems that allow machines to recognize 
individuals or confirm their identities. These 
technologies are able to measure and analyze, 
for example, facial features, fingerprints, iris 
scans, gait, voice-prints and DNA. Some of 
the key concerns with these new technologies 
are that, unlike passwords or identification 
numbers that can be changed, biometrics data 
in the wrong hands can mean that people will 
never be anonymous again47 or worse, stolen 
biometric identities can be easily misused.48 

In recent years, facial recognition technologies 
have been controversially deployed in quasi-
public venues, including Madison Square 
Gardens and Walmart.49 In this example, “semi-
camouflaged cameras can determine not only 
your age and gender but your mood, cueing 
up tailored advertisements within seconds”.50 
Cadillac Fairview has done the same in 
shopping malls in Canada,51 only halting its 
practices after a 2018 Office of the Privacy 
Commissioner investigation was launched.52 

Most recently, Canadians have learned that 
police forces and private businesses have 
been using Clearview AI’s facial recognition 
technology to identify suspects and persons of 
interest without warrants, crossmatching photos 
on a database that scrapes images from social 
media platforms, such as Facebook, Twitter 
and Instagram without users’ consent.53 Adding 
to the concern are reports that Clearview AI has 
already experienced a data breach.54

After privacy commissioners across Canada 
launched investigations into whether or not the 

company is complying with Canadian privacy 
law, the company announced it is exiting the 
Canadian market.55

Facial recognition technology is not only the 
reserve of large corporations and institutions. 
With products such as the Amazon Ring video 
doorbell, individuals are now recording each 
other in greater numbers. These doorbells 
already allow users in the U.S. to upload videos 
of activity they deem to be suspicious to a 
publicly-accessible “Neighbors” app, which is 
accessed by over 1,000 police forces through 
a partnership launched in 2018.56 Amazon has 
confirmed that it intends to integrate facial 
recognition technologies into Ring, allowing 
for automatic notification to homeowners of 
“suspicious” activity which users could then 
upload to police.57

Canadians appear to be divided on the use of 
camera-enabled doorbells, with 49% believing 
that it is an individual’s rights to own and 
operate these cameras, and a total of 41% of 
Canadians uncomfortable with being captured 
on them. But overall, only 15% of Canadians 
are supportive of an outright ban on products 
that can capture private video of people 
without their consent.

     Biometrics 

49%
26%

15%

believe that it is an individual’s 
rights to own these

are uncomfortable with being 
captured on them

Canadian opinions on 
camera-enabled doorbells

are supportive of an outright ban 
on products that can capture 
private video of people without their 
consent

16 Advancing a Cybersecure Canada | Cybersecure Policy Exchange



The risks and harms associated with 
these technologies are significant, with the 
consequences of misidentification potentially 
dire for individuals, for instance in a law 
enforcement context. This is compounded by 
the fact that some facial recognition models 
have been demonstrated to be less accurate 
in the identification of individuals with darker 
skin, adding to existing issues around bias 
in policing and their use of technologies to 
disproportionately surveil vulnerable members 
of society, including the marginalized, 
communities of colour and the poor.60, 61

In the face of mounting concerns, there 
have been calls for a moratorium on facial 
recognition technology until greater regulatory 
controls are in place — from groups ranging 
from the Digital Justice Lab to the Toronto 
Region Board of Trade.62, 63 

Biometrics During a Pandemic — Facial 
Recognition to Track COVID-19
One example of how COVID-19 is posing challenges to cybersecurity, privacy and inequality is 
the issue of contact tracing apps. In our new report, The Race to Trace: Security and Privacy of 
COVID-19 Contact Tracing Apps, we make five critical recommendations to evaluate new contact 
tracing apps.

A more controversial use of biometrics that has proliferated during COVID-19 is the use of facial 
recognition technologies to enforce public health rules. China, India, Poland and Russia have all 
used facial recognition technologies to assist them with enforcing rules during the pandemic, such 
as self-isolation and mask-wearing.64, 65 Despite facial recognition’s struggle with identifying people 
with masked faces, China has been able to develop technology linked to temperature sensors that 
identifies individuals with a 95% accuracy rate even when wearing masks.66 In Central Asia, there are 
concerns that the increased reorientation of surveillance systems in their smart cities toward facial 
recognition to fight the pandemic will heighten privacy and human rights concerns.67

Biometrics During a 
Pandemic — 
Is Workplace Surveillance 
the New Norm?

Amidst COVID-19, biometric technology 
is being used by employers to monitor 
their employees at home. Canadian 
laws do not prohibit remote monitoring 
of employees so long as they are 
informed.58  With many people working 
from home, a suite of companies 
is providing software tools to help 
employers manage the productivity of 
their employees, including monitoring 
biometrics such as facial expressions 
and body language, alongside other 
data, including keystrokes, mouse 
activity and GPS location.59 
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Amidst recent protests against police brutality 
and anti-Black racism initiated by the death of 
George Floyd in Minnesota, technology giants 
such as Amazon, IBM and Microsoft have each 
announced that they will not be selling their 
facial recognition technology to police forces 
until greater protections are in place.68, 69, 70

This decision to pause some sales of facial 
recognition technology could be seen as an 
important opportunity for policy discussions on 
what measures are needed to ensure that the 
development of these technologies is ethical 
and responsible. The need to appropriately 
engage in policy-making regarding the unique 
risks and vulnerabilities of biometric technology 
is imperative for the responsible governance of 
this technology. 

This is an area of quickly emerging and soon-
to-be-ubiquitous technologies — technologies 
backed by substantial investments, and 
powered by large data sets and machine 
learning. There is an urgent need to create all-
encompassing regulatory regimes, fit for the 
purpose of protecting the security and privacy 
of Canadians.

What We Plan to Answer: How can 
policy change protect the privacy 
and security of Canadians in the 
deployment of biometric technologies?
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With the proliferation of smart devices, 
our extensive reliance on social media for 
communication, and the threats that facial 
recognition pose to our society and democracy, 
it is clear that the responsible governance of 
technology to protect Canadians’ security and 
privacy online is becoming even more complex 
and important.

Together, we can create and implement 
balanced public policy in cybersecurity and 
digital privacy that will drive innovation while 
protecting Canadian society.

As we investigate these key issues in 2020 and 
beyond, we want you to join us, both in learning 
more and in thinking about what policy 
solutions could look like. We have much more 
engagement and policy development to come. 
Specifically, we plan to collectively address 
some of the major questions facing Canadians 
using three high-impact technologies:

Social Media Platforms: What policy changes 
are needed to ensure that social media 
platforms uphold the privacy and security 
standards that Canadian citizens and 
businesses expect?

The Internet of Things: How should government 
and industry share responsibility to ensure 
the safety and security of all Canadians and 
Canadian businesses using IoT devices?

Biometrics: How can policy change protect 
the privacy and security of Canadians in the 
deployment of biometric technologies?

We will actively support and convene public 
engagement and policy development 
through research and close engagement with 
government, academia, industry and civic 
institutions on all of these urgent challenges. 

We look forward to advancing a cybersecure 
Canada together.

Conclusion
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Methodology
This report was informed by:

• a literature review;
• a series of interviews with Canadian cybersecurity, privacy and technology experts; 
• a series of six weekly video townhalls on the cybersecurity and digital privacy challenges 

facing Canadians during COVID-19, conducted from April 7 to May 19, 2020, featuring 18 
experts and over 1,500 attendees; and

• a representative survey of 2,000 Canadians. 

In this introductory paper, we share our first wave of analysis on new data from this survey, with more 
data and analysis from the survey to be included in our forthcoming work.     

This anonymous survey was conducted online by Pollara Strategic Insights with 2,000 Canadian 
residents aged 18 and older from May 14 to 22, 2020. A random sample of Canadian residents who 
have opted in to the AskingCanadians panel were invited to complete the voluntary survey.

As a guideline, a probability sample of this size would yield results accurate to ± 2 percentage points, 
19 times out of 20 (95%). Totals may not sum or add to 100 due to rounding.

The data were weighted by region, gender and age, based on the most recent Canadian census 
figures to ensure that the sample matched Canada’s population.
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Table 1: Rates of Cybercrime
“Have you ever...? (Select all that apply)” 
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Table 2: Use of Online Activities
“Which of the following activities have you done on the internet during the past two (2) months? 
(Select all that apply)” 
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Table 3: Perspectives on Regulating Technology Companies
“To what extent do you agree with the following statement: ‘Regulating technology companies in the 
name of protecting individuals’ privacy and security will mean that we slow down innovation and 
hurt our economy’?”

Table 4: Perspectives on Ring Doorbells
“Home security cameras, for example the Ring doorbell, provides the convenience of being able to 
see who’s at your door with your phone, or check on deliveries. However, some are concerned about 
the privacy implications. Which of the following statements best captures your views?”
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Table 5: Trust in Organizations to Keep Personal Data Secure
“Below is a list of organizations that often handle data about Canadians. How much do you trust 
these organizations to keep your personal data secure? Rate on a scale of 0 to 10, with 0 being ‘Do 
not trust at all’ and 10 being ‘Completely trust’.”
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Table 6: Canadians’ IoT Device Ownership
“Beyond your smartphone, computer or tablet, which of the following internet-connected devices do 
you have in your household? (Select all that apply)”

* small base
**very small base; ineligible for significance testing
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